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Abstract

We asked polygraph examiners to assess the credibility of confessions given by incarcerated 
juveniles.  Eighty-three practicing polygraph examiners attending continuing education seminars 
made 664 true/false judgments and confidence estimates of the credibility of four true and four false 
confessions.  Examiner judgments showed a slight truth bias with 61.8% of the true confessions 
correctly identified, but with 52% of the false confessions also believed.  A believability index devel-
oped from judgments and confidence did not show a significant difference between true and false 
confessions.  However, examiners with the Reid interrogation training found false confessions more 
believable than true confessions. Examiners without Reid training produced the opposite pattern. 
Our results suggest that Reid training is detrimental when assessing the credibility of juvenile con-
fessions. As with adults, a high degree of caution in evaluating the credibility of confessions given 
by juveniles is warranted.

Keywords: Confessions, false confessions, juveniles; deception detection

During the past 15 years, a disturbing 
number of high-profile cases have revealed in-
nocent people who confessed, were convicted 
at trial, and spent substantial time in jail, only 
to be exonerated later (Kassin, Drizin, Grisso, 
Gudjonsson, Leo, & Redlich, 2010).  Current 
data show that false confessions and admis-
sions are present in approximately 25% of 
all DNA exonerations (Garrett, 2008; Scheck, 
Neufeld, & Dwyer, 2000; Innocence Project, 
2019).  Juveniles were involved in a number of 
those cases.  For example, interrogators elicit-
ed five false confessions from juveniles in the 
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now infamous New York Central Park Jogger 
case (People of the State of New York v. Kharey 
Wise et al., 2002).  Jurors convicted all five 
suspects at trial.  After 13 years of incarcera-
tion, convicted rapist Matias Reyes confessed 
to being the sole perpetrator, a confession that 
was confirmed by DNA and other forensic ev-
idence (Innocence Project, 2019).  In Decem-
ber of 2002, the Manhattan District Attorney 
recommended that the convictions of the five 
juveniles convicted in the Central Park Jogger 
case be overturned, and the wrongfully con-
victed juveniles were released (Drizin & Leo, 

Author Note
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2004).     

Juvenile confession and credibility as-
sessment phenomena have received some sci-
entific study and although many of the findings 
mirror those with college students and other 
adults, there are some differences.  Redlich 
and Goodman (2003) report that younger and 
more suggestible teens were more likely to take 
responsibility for acts they did not commit in 
a laboratory experiment.  Gudjonsson, Sig-
urdsson, Asgeirsdottir and Sigfusdottir (2006) 
studied self-reports of actual false confessions 
in a large sample of students in Iceland and 
found that 1.6% of more than ten thousand 
students said that they falsely confessed to 
police.  Among those who reported interroga-
tion by the police, 12% reported giving the po-
lice a false confession.  Drizin and Leo (2004) 
also report that, in their sample of criminal 
cases, about one-third of the confirmed false 
confessions involved juveniles.

Courts in the United States tend to 
treat juvenile confessions with the same stan-
dards as those for adults and with no addi-
tional safeguards (Feld, 2006).  Moreover, the 
trend in the United States is to charge and try 
juveniles as adults, especially in cases involv-
ing serious charges.  A survey of 1,828 Unit-
ed States police officers (Reppucci, Meyer, & 
Kostelnik, 2010) revealed that although police 
officers recognize that there are developmental 
differences between juveniles and adults, they 
fail to apply those differences to the way they 
interact with and interrogate juveniles.  Rep-
pucci et al., concluded that police believe that 
juveniles can be treated as adults in criminal 
investigations.  

Studies on the development of decep-
tion behaviors typically do not find differences 
in the rates of lie-telling, but they do report that 
the ability to conceal deception improves with 
age (Talwar, Gordon, & Lee, 2007).  Moreover, 
it has been suggested that executive function-
ing skills may be related to lie sophistication 
(Evans, Xu, & Lee, 2011; Gombos, 2006; Tal-
war & Lee, 2002; 2008).  Evans and Lee (2011) 
reported that although they found no lie so-
phistication differences in participants aged 8 
to 16, they did find individual differences in 
the working memory and planning skill of the 
participants, with both having positive associ-
ations with lie sophistication.  Evans and Lee 

note that there is a link between adolescent 
lying and behavior issues, conduct disorders 
and delinquency, and they suggest mediation 
of that relationship by executive function.  
Specifically, they suggest that due to deficits 
in adolescents’ executive functioning, adoles-
cents fail to construct adequate statements to 
conceal their transgressions and deception, 
resulting in high rates of deception detection 
from others and therefore greater involvement 
of adolescents in the criminal justice system.  
One might thus expect that juveniles involved 
in the criminal justice are less sophisticated 
liars and that false confessions given by them 
would be more detectable.  It is interesting to 
note that Craig, Raskin and Kircher (2011) re-
ported an experiment that examined juvenile 
deception detection with the polygraph.  Craig 
et al., report that although juvenile deception 
could be discriminated with the polygraph, the 
polygraph was notably less effective with juve-
niles than with adults. 

Although juveniles are at risk for false 
confessions during interrogation, one could 
argue that this would not pose a problem if 
police, prosecutors, and others could dis-
criminate between false and true confessions. 
However, there is reason to suspect that the 
discrimination of juvenile false and true con-
fessions might be difficult.  Kassin, Meissner 
and Norwick (2005) reported a study that ex-
amined the ability of laypersons and police of-
ficers to discriminate false from true confes-
sions given by adult prison inmates.  Kassin 
et al, found that students were more accurate 
than police officers, but overall performance 
was poor for everyone with only 53.9% of the 
confessions being correctly classified.  More-
over, there is a considerable literature on as-
sessing the credibility of adults and children 
that indicates low accuracy rates for unassist-
ed credibility assessment (Vrij, 2008).  

However, to our knowledge, there is 
one study that specifically examined the va-
lidity of credibility assessments of juvenile 
confessions.   Honts, Kassin, and Craig (2014) 
reported a constructive replication of Kassin 
et al. (2005) with incarcerated juvenile offend-
ers. They reported two experiments with col-
lege student participants who assessed the 
credibility of confessions given by incarcerat-
ed juveniles.  The stimulus materials for the 
Honts et al., study used the same yoked de-
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sign and interview methods as in Kassin et al., 
(2005).  The Honts, et al., participants judged 
juvenile confessions that were presented ei-
ther as transcripts, audio or video recordings.   
Judgment accuracy was poor across their two 
experiments, averaging 52.8% correct, with 
the participants showing a small truth bias 
in their judgments.  Audio and video presen-
tation modes resulted in more accurate judg-
ments than did transcripts.  Participants in 
Honts et al., were moderately confident in 
their accuracy judgments and confidence was 
sometimes weakly associated with accuracy. 
Assessing the validity and generalizability of 
the Honts et al., (2014) findings is particularly 
important as interrogations often follow poly-
graph examinations.  

Polygraph examiners should be partic-
ularly well trained and experienced to assess 
the credibility of confessions and other state-
ments pertaining to wrongdoing, since they do 
so professionally on a daily basis.  Moreover, 
polygraph examiners are often responsible for 
interrogating suspects following a failed poly-
graph examination, and in that context, they 
frequently elicit confessions.  Moreover, the 
role of polygraph results as a false evidence 
ploy (either wittingly or unwittingly) was high-
lighted in some of the false confession reviews 
(Drizin & Leo, 2004; Kassin, et al., 2010; Kas-
sin et al., 2018) and has been raised in other 
polygraph research (Honts, 2017).  Moreover, 
in at least two recent Federal cases, expert 
testimony about poorly conducted and/or im-
properly evaluated polygraph tests was suc-
cessfully used as part of the effort to suppress 
post-polygraph confessions by criminal de-
fendants (United States of America v. Jamaico 
Tennison, 2016; United States of American v. 
Tyrone Coriz, 2018). In this study we replicat-
ed the video portion of Honts et al., (2014) with 
professional polygraph examiners.

Method

Participants

Participants were 83 practicing polygraph ex-
aminers (65 male, 18 female) attending con-
tinuing education seminars for polygraph 
examiners. One participant did not provide 
information concerning law enforcement sta-
tus or training so that participant’s data were 

eliminated from analyses involving those vari-
ables.  Forty-nine of the examiners were cur-
rently employed by a law enforcement agency. 
Of the 83 examiners 27 reported that they had 
attended an interrogation training class from 
John Reid and Associates.

Procedure 

The same confessions used in the Vid-
eo condition of Experiment 2 in Honts et al, 
(2014) were used as the stimulus materials 
in this study.  Details about the development 
of these stimulus materials can be found in 
Honts et al., (2014).  Participants watched vid-
eos of 4 true and 4 false confessions and then 
answered two questions for each confession.  
Following the methods used by Kassin et al., 
(2005) participants were told that they would 
be watching a number of confessions and that 
some of the confessions were true and that 
some were false.  Participants were not given 
any information about the base rate of truth-
fulness.  The first question asked for a judg-
ment of whether the confession was true or 
false.  The second asked for a rating of confi-
dence in the decision on a 7-point scale, where 
1 = not confident at all and 7 = highly confi-
dent.  On a test by test basis we dropped par-
ticipants who failed to answer one or both of 
the questions for a confession. The data set for 
this study consisted of 659 usable judgments 
regarding the truth of the various confessions 
and 647 usable confidence ratings.

Results

Overall, 54.7% of the judgments of 
true versus false confessions were correct.  
A predictive cross table between true versus 
false confessions and judgments revealed that 
61.8% of the true confessions were judged by 
the examiners to be true (true negative out-
comes), but that 52% of the false confessions 
were also judged to true (false negative errors).  
A chi-square analysis revealed that the ob-
tained distribution of judgments was signifi-
cantly different from chance, Χ2(1, N = 659) = 
12.66, p < .001, but the effect size was small, 
r(657) = .14, p = .04.  This effect size was not 
different from the video result obtained from 
the college students who assessed the same 
confessions in Honts et al., (2014), z = 0.55, 
ns.  The correlation between judgment accura-
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cy and confidence was statistically significant 
but was small in magnitude, r(650) = .10,   p 
= .01.   

We also examined judgments at the 
level of employment status.  The observed pro-
portions of correct and incorrect judgments of 
true and false confessions by those polygraph 
examiners employed by law enforcement were 
not different from chance, Χ2(1, N = 392) = 
2.966, ns.  However, the judgments of the ci-
vilian polygraph examiners were significantly 
different from chance, Χ2(1, N = 259) = 12.67, 
p < 0.001, but the predictive power was low,        
r (257) = 0.13, p = 0.047. We also examined 
the impact of Reid interrogation training on 
the accuracy of judgments by the polygraph 
examiners. The judgments of Reid trained 
polygraph examiners were not different from 
chance, Χ2(1, N = 216) = 3.63, ns. However, 
the judgments for polygraph examiners who 
did not have the Reid training were different 
from chance, Χ2(1, N = 435) = 9.23, p = 0.003, 
although the predictive power was low, r (433) 
= 0.13, p = 0.047

We also explored the effects of Reid in-
terrogation training and current Law Enforce-
ment status on Confidence with a 2 (partici-
pant status: civilian vs. law enforcement) by 2 
(Reid trained v. no Reid training) ANOVA of the 
confidence data.  That analysis revealed that 
law enforcement polygraph examiners were 
more confident of their judgments (M = 4.81, 
SD = 1.24) than were the civilian polygraph 
examiners (M = 4.78, SD = 1.23), F (1, 643) = 
8.37 p = 0.004, partial η2 = .013.  Polygraph 
examiners without Reid training were more 
confident in their judgments (M = 4.85, SD = 
1.22) than were Reid trained polygraph exam-
iners (M = 4.70, SD = 1.23) F (1, 643) = 10.53 p 
= 0.001, partial η2 = .016. There was also a sig-
nificant interaction of Law Enforcement sta-
tus and Reid interrogation training, F (1, 643) 
= 10.53 p = 0.001, partial η2 = .016, but this 
interaction should not be interpreted because 
one cell (Civilian and Reid Trained) contains 
only the 8 judgments of a single participant.

Following the methods used in Honts 
et al., (2014) we converted confidence ratings 
into a predictive believability score by multi-
plying the confidence value by -1 when the 
participant concluded that a confession was 
false. This transformation resulted in a Believ-

ability scale where -7 indicated a strong belief 
that the confession was false and a +7  indi-
cated a strong belief that the confession was 
true.  We treated each estimate of believability 
as an independent observation and subject-
ed the data to a 2 (confession: true vs. false) 
by 2 (participant status: civilian vs. law en-
forcement) by 2 (Reid trained v. no Reid train-
ing) ANOVA.  Only one significant effect was 
revealed by that analysis, the interaction of 
training and confession, F(1, 639) = 4.33, p = 
.038, partial η2 = .007.  The analysis also re-
vealed that the ANOVA assumption of homo-
geneity was violated, Levine’s Statistic (7, 639) 
= 8.267 p < .001.  Heteroskedasticity (a test to 
see if the difference in variability was associat-
ed with the independent variable) was signif-
icant, F for heteroskedasticity (1, 645) = 4.08, 
p = 0.04.  Figure 1 shows that Reid-trained 
examiners rated true confessions as less be-
lievable (M = -0.25) than the false confessions 
(M = 2.125), while examiners without training 
rated the true confessions as more believable 
(M = 1.14) than false confessions  (M = .01).  
Figure 1 also illustrates that the judgments 
made by Reid trained examiners were much 
more variable than were judgments made by 
examiner without the Reid training.

Discussion

Analyses of wrongful convictions and 
relevant experimental and field psychologi-
cal research continue to spotlight the indis-
putable fact that innocent people sometimes 
confess to crimes they did not commit, either 
voluntarily or through psychologically coercive 
interrogation processes (Kassin et al., 2010; 
Kassin, 2017).  Moreover, high profile Inno-
cence Project cases demonstrate that the prob-
lem of false confessions is compounded by the 
fact that police investigators, judges, juries, 
and others often seem unable to distinguish 
between true and false confessions, too often 
accepting the latter at face value.  Consistent 
with decades of research on human failings in 
deception detection (Vrij, 2008; Vrij, Granhag 
& Porter, 2011), Kassin et al. (2005) exposed 
participants to true and false prisoner confes-
sions and found that accuracy rates were gen-
erally quite low and that police were no more 
accurate than laypeople--only more confident 
and prone to judge confessors guilty.  Many 
of the interrogation risk factors for false con-
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fession identified by psychological science are 
reliable enough for court testimony (Kassin et 
al., 2018).

As illustrated in several high-profile 
wrongful convictions, a disproportionate num-
ber of false confession cases have involved ju-
veniles (Drizin & Leo, 2004).  This pattern is 
consistent with studies showing that juveniles 
self-report high false confession rates (Gud-
jonsson et al., 2006), are more likely to sign 
false confessions in the laboratory (Redlich & 
Goodman, 2003), and are prone to compliance 
effects, suggestibility, and other manifesta-
tions of cognitive and emotional immaturity 
that render them vulnerable to manipulation 
(Owen-Kostelnik, Reppucci, & Meyer, 2006). 
Taken together, these literatures have led re-
searchers to identify youth as an important 
risk factor in the interrogation room (Kassin 
et al., 2010).  

Although juveniles are psychological-
ly at risk, one could argue that the problem 
could correct itself to the extent that police, 
polygraph examiners, prosecutors, and oth-
ers could tell the difference between true and 
false confessions by juveniles.  Kassin et al. 
(2005) found that people cannot discriminate 
between true and false confessions given by 
adult prison inmates.  Honts et al. (2014) rep-
licated Kassin et al. with incarcerated juve-
niles and produced very similar accuracy re-
sults with their college student participants. 

Here we extended the earlier detection 
of false confession work by testing polygraph 
examiners who spend their professional lives 
detecting deception, conducting interroga-
tions and taking confessions. This population 
is particularly important as interrogations 
often follow polygraph examinations and the 
use of polygraph results as a false evidence 
ploy (either wittingly or unwittingly) was high-
lighted in some of the false confession reviews 
(Drizin & Leo, 2004; Kassin, et al., 2010; Kas-
sin et al., 2018). Using the same confession 
stimulus materials, we did not find any sig-
nificant differences between the college stu-
dents in Honts et al. (2014) and our polygraph 
examiners.  Both college students and the 
polygraph examiners showed low accuracy 
and a small truth bias. Within the group of 
polygraph examiners, there were some indi-
viduals who worked in law enforcement and 

some who were trained in the Reid interroga-
tion technique. The confession veracity judg-
ments of those polygraph examiners who were 
employed by law enforcement were not better 
than chance, while the judgments by civilian 
polygraph examiners were.  Judgments by 
those polygraph examiners who had the Reid 
training were not different from chance, while 
the judgments of those without the Reid train-
ing were significantly better than chance. The 
reasons for these differences in judgment ac-
curacy are not clear and need to be examined 
in further research.

Despite their consistently low accu-
racy rates, polygraph examiners were gener-
ally confident in their judgments showing an 
average confidence of 4.79 on a 7-point scale 
where 7 = highly confident. Thus, the average 
level of confidence by the polygraph exam-
iners was about a standard deviation above 
the midpoint of the scale. In contrast to the 
college students in Honts et al., (2014) who 
were more confident when judging true con-
fessions, our polygraph examiners showed no 
difference in confidence when judging true 
and false confessions.  However, our analyses 
of law enforcement status and Reid training 
revealed that both those variables were associ-
ated with significant differences in confidence.  
Law enforcement officers were more confident 
than civilian polygraph examiners and partic-
ipants who were not Reid trained were more 
confident than those with Reid training. Both 
of these effects may be due to training histo-
ries that instilled a strong belief in the ability 
to detect deception during interviews and in-
terrogations, despite the lack of scientific evi-
dence that shows such training to be effective.  
Additional research is needed to follow up on 
those findings.

Finally, we examined our data by cre-
ating a believability index from the confidence 
ratings and judgments.  When a participant 
judged a confession to be false, we multiplied 
their confidence score by -1.  This simple 
transformation created an interval scale to 
which we could apply more powerful paramet-
ric statistics.  The results of parametric anal-
yses generally mirrored the effects reported 
for judgments. However, the analyses of the 
believability data revealed that the Reid inter-
rogation training not only reduced the accu-
racy of believability judgments of the confes-
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sions to chance, at a more fundamental level 
it was associated with a complete reversal of 
reality regarding true and false confessions.  
Reid trained polygraph examiners found the 
false confessions to be significantly more be-
lievable than the true confessions while those 
examiners without Reid training found the 
true confessions more believable than the 
false confessions.  Moreover, the credibility 
judgments made by the Reid trained examin-
ers were significantly more variable than were 
those by examiners without the Reid training.  
Our findings contribute to a growing literature 
that suggests that not only is Reid training in 
deception detection not effective, it is signifi-
cantly counterproductive and dangerous.    

In this study, polygraph examiners 
were asked to make judgments about true and 
false confession under no threat conditions.  
Moreover, the polygraph examiners knew 
they were in a research study and that no re-
al-world consequences were associated with 
their credibility judgments.  Some have ques-
tioned the generalizability of findings obtained 
under similar research circumstances (for ex-
ample, O’Sullivan, Frank, Hurley, & Tiwana, 
2009).  However, a  meta-analysis (Hartwig & 
Bond, 2014) failed to find any moderator ef-
fects between credibility assessment made un-

der laboratory and field conditions.  Hartwig 
and Bond noted that interpersonal credibility 
assessments were stable across experimen-
tal and field settings for a wide variety of po-
tential moderator variables.  As Hartwig and 
Bond note, their findings are similar to other 
meta-analytic findings that have compared ex-
perimental and field research in a number of 
other domains (for example, Anderson, Lind-
say, and Bushman, 1999).  In addition, a re-
cent meta-analysis of the comparison ques-
tion polygraph test accuracy (138 datasets, 
11,474 polygraph examinations) did not find 
a significant effect of the level of motivation 
used or of the setting of the research (Honts, 
Thurber, & Handler, 2018).  Although our 
credibility assessments were set in the context 
of confessions, we see no reason why these re-
sults should be any more or less generalizable 
than more traditional credibility assessment 
research. 

In summary, our results provide no 
support for the idea that false confessions by 
juveniles are more detectable than are those 
given by adults, even when the judgments 
are made by professional credibility analysts.  
Practitioners and triers of fact should be aware 
that it is unlikely that they will be able to rec-
ognize a false confession if one is given to them 

Figure 1. Mean polygraph examiner believability scores as a function of true and false confession 
and Reid Training. Means are illustrated with 95% confidence intervals. Reid training is shown 
to have negative effects on the evaluation of confession credibility by shifting believability 
scores in the wrong direction for both true and false confessions and by introducing high 
variablility.



7Polygraph & Forensic Credibility Assessment , 2019, 48 (1)

Polygraph Examiners Unable To Discriminate                           

by a juvenile or an adult.  The results of this 
study highlight the importance of vetting all 
confessions, either by adults or by juveniles, 
through independent confirmation of the con-
fession and subsequent confirmation of all 
new evidence generated in the confession.  
Confessions that contain only information 
known to the general public, or known by the 
interrogators before the interrogation, must be 
viewed with great suspicion until independent 
confirmation can be found. 
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Abstract

This project was designed to answer several major questions concerning the validity of the 
control question polygraph technique (CQP) for assessing truth and deception in criminal investiga-
tions. Confirmed and unconfirmed polygraph charts from examinations by the U. S. Secret Service 
in criminal investigations were sampled and blindly interpreted by six polygraph examiners from that 
agency and one psychophysiologist at the University of Utah. They were also subjected to computer 
interpretation using algorithms developed at the University of Utah.

The accuracy of human and computer interpretations was very high. Original examiners’ 
decisions on individual relevant questions ranged from 91-96% correct on confirmed truthful and 
85-95% correct on confirmed deceptive answers. Blind interpretation produced somewhat lower 
accuracies, from 63-85% on truthful and 84-94% on deceptive answers. The accuracy of computer 
interpretations was higher than blind interpretations, ranging from 95-96% on confirmed truthful 
and 83-96% on confirmed deceptive subjects. The results provide considerable support for the ac-
curacy of decisions by the original examiners and for the use of computer interpretations for quality 
control decisions concerning the outcomes of polygraph tests.

The generalizability of laboratory research on CQP tests was analyzed using computer gener-
ated response profiles and double cross-validation of models developed from laboratory and criminal 
suspects. Results indicated that laboratory findings may provide considerable information about the 
underlying processes and accuracy of field polygraph examinations. They also indicated a need to 
improve the choice of relevant questions in multiple issue testing and for modifications to improve 
the accuracy of field numerical evaluation.
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Although the use of polygraph exam-
inations in criminal investigations and secu-
rity applications by the Federal Government 
more than tripled during a 10-year period, 
there appears to be a lack of adequate scien-
tific research on the accuracy of such field ap-
plications (Office of Technology Assessment, 
1983). The OTA study was mandated by the 
House Committee on Government Operations, 
and it provided an extensive review of the ex-
isting literature on polygraph research and 
applications. It concluded that although there 
is evidence that polygraph accuracy exceeds 
chance in field applications, there is a strong 
need for further research.

Every federal investigative agency, in-
cluding those within the Department of De-
fense, uses polygraph examinations in crimi-
nal investigations (OTA, 1983). State and local 
law enforcement agencies, courts, and attor-
neys make extensive use of such techniques 
to screen suspects, to dispose of cases, to 
elicit confessions following deceptive results, 
to generate evidence for court proceedings, to 
provide information for pre- sentencing inves-
tigations, and for various other applications 
within the criminal justice system. The ex-
tent to which these applications provide val-
id information and the weight that should be 
accorded to such results in various contexts 
are hotly debated issues (Lykken, 1981; OTA, 
1983; Raskin, 1982, 1986).

The OTA report highlighted the press-
ing need for additional research on this prob-
lem. In response to concerns expressed in 
their report, this project was designed to pro-
vide information that is crucial to enlightened 
decisions regarding the range of useful appli-
cations of polygraph techniques in the crimi-
nal justice system, and ways to improve exist-
ing techniques.

Objectives of the Research Project

The first objective of this project was to 
provide a definitive study of the validity of con-
trol question polygraph examinations in crim-
inal investigation as well as reliable estimates 
of the accuracy of truthful and deceptive out-
comes. The research was designed to generate 
important data that will be useful in guiding 
policy decisions in different settings, such as 

the extent to which polygraph tests should be 
used in different contexts and the amount of 
confidence that can be placed in the outcomes 
of such tests.

The second objective of this project 
was to assess the performance of polygraph 
examiners with different educational back-
grounds and different types and amounts of 
experience with polygraph techniques. The 
analytic techniques that we applied to the 
data provided information about the qualita-
tive and quantitative differences in the ability 
of different polygraph examiners to interpret 
polygraph recordings accurately.

The third objective of the project was to 
assess the efficacy of an automatic and objec-
tive computer method for interpreting the out-
comes of polygraph examinations. At the pres-
ent time, most federal investigative agencies 
have quality control procedures that require 
materials from all polygraph examinations 
conducted in the field to be sent to a central 
office for an independent evaluation before the 
results receive final approval.

Independent evaluations are intended 
to minimize mistakes in interpretations caused 
by subjective influences or insufficient skill or 
experience, and they are also used to identi-
fy examiners in the field who are experiencing 
difficulties in their performance. However, the 
current procedures are slow and costly and 
may not solve all of the operational problems.

Computer analysis might perform bet-
ter than independent human interpreters and 
be less costly in terms of time and resources. 
Research has established that there is wide 
variation in the abilities of polygraph exam-
iners to interpret correctly the physiological 
recordings obtained in such tests (Raskin, 
Barland, & Podlesny, 1978), and computer 
methods have been demonstrated to perform 
as well as the most experienced and sophisti-
cated human interpreters (Kircher & Raskin, 
1988). If a computer method could provide the 
same information as that obtained from hu-
man interpreters, at a significantly lower cost 
and within minutes instead of days or weeks, 
problems could be identified more readily and 
with greater speed. All subjectivity would be 
removed from the process; more accurate de-
cisions would be available immediately; ex-
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aminers in the field would receive immediate 
feedback that they could consider before the 
examination is terminated; polygraph exam-
ination results could be utilized in a more ef-
fective manner; and additional training could 
be provided on the basis of the computer iden-
tification of particular examiner deficiencies. 
The entire process could benefit from a power-
ful, rapid, and scientific approach to the diag-
nosis of truth and deception.

The fourth objective of the project was 
to assess the extent to which laboratory mock-
crime experiments provide information and 
results that have implications for field appli-
cations of polygraph examinations. A large 
amount of scientific laboratory research has 
investigated problems such as the influence 
of personality factors, the effectiveness of 
countermeasures and drugs, the usefulness 
of different physiological measures and exam-
ination techniques, and the accuracy of con-
trol question polygraph examinations (Raskin, 
1986). However, the extent to which the results 
of such studies can be generalized to field ap-
plications of polygraph techniques is not en-
tirely clear. The use of computer analytic tech-
niques may provide information concerning 
the extent to which the findings of laboratory 
research can be utilized in making decisions 
and formulating policy regarding applications 
of polygraph techniques in the criminal justice 
system.

Methodological Issues

In order to assess the accuracy of con-
trol question polygraph tests in criminal in-
vestigation, a reliable criterion of ground truth 
must be available against which the test re-
sults may be evaluated. Complete confidence 
in the criterion can be obtained using labora-
tory simulations that employ mock crimes and 
field polygraph techniques (Raskin, 1982). The 
results of such experiments have frequently 
produced accuracies in excess of 90% (Bradley 
& Ainsworth, 1984; Dawson, 1980; Gatchel, et 
al., 1983; Kircher & Raskin, 1988; Podlesny & 
Raskin, 1978; Raskin & Hare, 1978; Rovner, 
Raskin, & Kircher, 1979). However, critics of 
laboratory research have argued that the moti-
vational structure of the field situation cannot 
be simulated in the laboratory, and the greater 
consequences of the test outcomes in criminal 

investigations produce different physiological 
reactions and higher rates of error (Lykken, 
1981).

If the possible problems of motivation 
and context inherent in the laboratory simu-
lations are to be overcome, it is necessary to 
use examinations from actual criminal inves-
tigations. On the basis of 10 studies that met 
minimal criteria for methodological adequacy, 
OTA concluded that the average accuracy of 
polygraph tests in the field situation is 90% on 
guilty subjects and 80% on innocent subjects. 
However, these studies raise several additional 
problems.

A criterion for ground truth is more dif-
ficult to establish in the field situation than in 
the laboratory, and it is necessary to develop 
criteria with a high degree of reliability and ac-
curacy. Three approaches have been taken to 
that problem. One method is to submit a11 
of the case information except the polygraph 
results to a panel of experts who are asked to 
make judgments of guilt or innocence using 
the available information and disregarding le-
gal technicalities (Bersh, 1969; Raskin, Bar-
land, & Podlesny, 1978).

Accuracy of the polygraph tests is then 
determined by comparing the test outcomes 
to the composite judgments of the panel. The 
problem with this method is the fallibility of 
panel judgments that are based on a vague 
evaluation of evidence of unknown and vari-
able quality and quantity. Therefore, the find-
ings of panel studies of polygraph accuracy are 
open to serious question. Similar and more se-
vere problems arise when polygraph accuracy 
is assessed against a criterion of judicial out-
comes (Raskin, 1982, 1987).

It is generally agreed that the best 
criterion for assessing the accuracy of field 
polygraph tests is confirmation by means of 
confessions by guilty persons (Horvath, 1977; 
Lykken, 1979; Raskin, 1987). In such stud-
ies, polygraph charts are obtained from cas-
es in which the guilty person subsequently 
confessed. Sets of such confirmed deceptive 
and confirmed truthful polygraph charts are 
assembled, and they are then submitted to 
other polygraph examiners for blind interpre-
tation. The accuracy of their interpretations is 
assessed against the criterion of ground truth 



13

A Study Of The Validity Of Polygraph Examinations

Polygraph & Forensic Credibility Assessment , 2019, 48 (1)

independently established by the confessions. 
The accuracies reported by such studies range 
from 64% in the Horvath study (1977) to 98% 
in the Raskin study (1976).

Only limited conclusions can be drawn 
from the available field studies that have used 
a confession criterion. Questions have been 
raised about the method of selecting the charts 
to be evaluated, their representativeness with 
regard to polygraph tests in general, and the 
training and qualifications of the polygraph in-
terpreters (Raskin, 1987).

For example, the Horvath study in-
cluded examinations of victims and witness-
es as well as suspects (Barland, 1982), which 
complicates the interpretation of the results. 
In Barland’s re-analysis of Horvath’s data, he 
found that all but one of the false positive er-
rors occurred on victims and witnesses, indi-
cating that the Horvath study cannot be used 
to estimate the accuracy of polygraph tests on 
criminal suspects.

Another major problem with the Hor-
vath study and those from the Reid organi-
zation (Horvath & Reid, 1971; Hunter & Ash, 
1973; Kleinmuntz & Szucko, 1982; Slowik & 
Buckley, 1975; Wicklander & Hunter, 1975) is 
the failure to use control question techniques 
that are accepted by most federal agencies 
and supported by scientific research (Raskin, 
1987). Furthermore, the interpreters in these 
studies were not adequately trained or expe-
rienced in the use of numerical evaluation of 
polygraph charts, and only the Horvath study 
even attempted to employ numerical meth-
ods. All of the examiners and interpreters in 
these studies were trained in a method that 
involves the observation and utilization of so-
called ‘’behavior symptoms” in the diagnosis of 
truth and deception. Such methods have been 
shown to be useless for diagnosing truth and 
deception, and they produce lower rates of ac-
curacy than numerical interpretation (Raskin 
et al., 1978).

The Reid studies also suffer from the 
additional weakness of having used cases 
where employers referred their employees for 
polygraph tests with no option to decline to 
take the test, and the Kleinmuntz and Szucko 
study did not even use qualified polygraph ex-
aminers or accepted methods of chart inter-

pretation.

Finally, there is the problem of case se-
lection and the generalizability of the results of 
validity studies based on confession criteria. 
In addition to the above problems, which indi-
cate that many studies used cases that are not 
representative of polygraph  examinations on 
criminal suspects, the methods used to select 
the cases in the Reid studies have not been 
specified in a manner that permits a definitive 
evaluation of whether or not the cases were se-
lected in an unbiased manner (Raskin, 1987).

Even if these problems did not exist, 
there is a more fundamental problem with 
the use of cases confirmed by confessions. 
If tests are selected because someone (either 
the person who took the test or another sus-
pect) confessed to the crime subsequent to the 
polygraph test, there arises the question of 
whether or not such tests are representative of 
the population of tests of suspects who agree 
to take polygraph tests in connection with a 
criminal investigation.

In all but one of the studies mentioned 
above, no data were presented concerning 
the proportion of cases resolved by confes-
sions in the population of cases from which 
the data were drawn. Only the Raskin (1976) 
study provided that information, and it indi-
cated a confession rate of only 17% in the set 
of tests from which the sample was drawn. It 
is possible that cases in which confessions are 
obtained are not representative of polygraph 
tests of criminal suspects in general, and the 
generalizability of the results of such studies  
is thereby limited.

It has been argued that only those 
subjects whose polygraph charts are most 
strongly indicative of deception are interrogat-
ed (Iacono, in press). Therefore, the resulting 
confessions may inflate reported accuracy by 
biasing the selection of charts chosen in field 
validity studies. Subsequent blind interpreta-
tions of those charts are likely to produce cor-
rect deceptive decisions more frequently than 
would occur if subjects who produced weaker 
deceptive polygraph charts were also interro-
gated to attempt to obtain confessions. There-
fore, we also performed analyses to determine 
if differences in the strength of physiological 
results indicative of deception are obtained 
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from suspects who were considered deceptive 
and subsequently confessed and from sus-
pects who were considered deceptive and did 
not confess.

In order to overcome many of the meth-
odological problems cited above, this proj-
ect investigated the accuracy of the control 
question test in actual criminal investigations 
where standard field polygraph examination 
techniques were used and numerical evalua-
tion was employed by adequately trained in-
terpreters, including blind interpreters. The 
data also allowed us to assess the effective-
ness of the computer methods to analyze poly-
graph charts for the automatic and objective 
diagnosis of truth and deception (Kircher & 
Raskin, 1988).

The use of computer algorithms and 
software, and of extensive multivariate statis-
tical analyses made it possible to assess the 
relationships between polygraph recordings 
obtained in field examinations and the qual-
itative and quantitative nature of polygraph 
recordings obtained in mock crime laborato-
ry experiments. These analyses provided the 
basis for estimating the extent to which labo-
ratory research evokes emotional and physio-
logical responses that are similar to those ob-
served in the field situation. The obtained data 
allowed us to evaluate how far the results of 
laboratory research on polygraph techniques 
may be generalized to the application of poly-
graph examinations in the criminal investiga-
tion context.

Research Methods

Our initial objective was to obtain a 
sample consisting of the polygraph charts 
from 200 examinations conducted by a federal 
law enforcement agency. The U.S. Secret  Ser-
vice agreed to provide the materials from their 
files and the services of some of their exam-
iners to participate in the study. The Secret 
Service was a logical choice for this study be-
cause they have a very high-quality polygraph 
program with more than 20 experienced and 
well-trained examiners (Raskin, 1984). They 
conduct in excess of 1,000 polygraph exam-
inations per year in the context of criminal 
investigation, and they utilize standard con-
trol question procedures and numerical inter-

pretations of the polygraph  charts. Further-
more, OTA (1983) reported that they achieve 
very high rates of admissions and confessions 
that provide confirmation of more than 90% 
of their polygraph diagnoses. That high rate of 
confirmations would ensure that the results 
are not dependent on the selection of a small, 
non representative sample of cases, a common 
problem in studies that rely on a confession 
criterion for establishing ground truth.

Cases were to be selected to provide 80 
tests of suspects who were confirmed as de-
ceptive at some time after their polygraph test 
and 80 tests of suspects subsequently con-
firmed as truthful. An additional sample of 20 
unconfirmed deceptive results and 20 uncon-
firmed truthful results was also sought.

A confirmed deceptive suspect is one 
who was examined on the polygraph and sub-
sequently admitted having lied to one or more 
of the relevant questions that pertained to the 
crime under investigation. A confirmed truth-
ful suspect is one who was examined on the 
polygraph and was later cleared of the alle-
gation or suspicion by the admission or con-
fession of another person. In this study, we 
required independent corroboration of the 
confession in the form of some type of phys-
ical evidence. Unconfirmed results are those 
for which no admission or confession was ob-
tained either to inculpate or exculpate the per-
son who took the test.

By including a sample of unconfirmed 
polygraph results, we were able to  determine 
if there are qualitative or quantitative differ-
ences in the physiological reactions between 
cases in which deception was indicated by the 
polygraph charts and the polygraph subject 
confessed and those in which the charts in-
dicated deception and no confession was ob-
tained.

For each of the categories above, we 
planned to select tests so as to obtain ha1f 
from cases where there was on1y one sus-
pect and half where there was more than one 
suspect. That would have permitted us to de-
termine if there are differences in outcomes 
when the examiner expects that at least one 
of the suspects will produce a truthful out-
come (multiple-suspect cases) as compared to 
single-suspect cases where there would be a 
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Confirmed
Deceptive

Confirmed
Truthful

Unconfirmed
Deceptive

Unconfirmed
Truthful

Single Suspect 40 40 10 10
Multiple Suspect 40 40 10 10

higher probability that the suspect is guilty. 

Office in Salt Lake City, where they were eval-
uated by members of our University of Utah 
research team.

Confirmation of truthfulness or decep-
tion by the polygraph subject was based on a 
two-step criterion. The first step required an 
admission or confession by the subject who 
took the polygraph test or by another suspect 
in the case who either inculpated or exculpat-
ed the subject who was tested. The second step 
required that admissions and confessions be 
supported by independent evidence that cor-
roborated the admission or confession, such 
as recovering counterfeit notes or printing 
plates described in the confession, recovering 
the money stolen from a bank, or an analysis 
of the handwriting of a forged signature.

A very stringent criterion for confirma-
tion was employed to increase the reliability 
and validity of the criterion so as to avoid er-
rors in the subsequent analyses of the accu-
racy of the polygraph results and other types 
of analyses based on the confirmed polygraph 
results. The use of such a stringent criterion 
also made it more difficult to confirm cases 
that were otherwise confirmed by admissions 
or confessions. Therefore, it was difficult to 
fill all of the cells in the planned sample as 
described above. Although it appeared that 
the Secret Service had a lower rate of confir-
mation than that reported to OTA (1983), our 
stringent requirements for purposes of this 
research eliminated many cases that can rea-
sonably be assumed to have been confirmed 
for other purposes.

From this initial sampling, we obtained 
127 sets of polygraph charts, 93 from multi-
ple-suspect cases and 34 from single-suspect 
cases. Of the 93 multiple-suspect cases, 19 
polygraph subjects were confirmed as hav-
ing answered one or more relevant questions 
truthfully, 32 were confirmed as having an-
swered one or more relevant questions decep-

The polygraph charts were selected 
only on the basis of the type of case as de-
scribed above. The decision regarding truth or 
deception made by the examiner and the qual-
ity or characteristics of the polygraph charts 
themselves played no role in the selection 
process, with two exceptions. First, the tests 
must have included at least three charts with 
a control question format. Tests that were in-
complete in those respects were not used. Sec-
ond, if there was an equipment malfunction or 
examiner error that rendered the charts tech-
nically unusable or incomplete, the examina-
tion was not included in the sample. The cases 
were selected first, and the polygraph charts 
were then inspected to determine if they were 
to be retained or discarded for failure to meet 
the standards of completeness or technical 
adequacy.

Subject Selection

Three strategies were employed in se-
lecting cases. Initially, the U.S. Secret Service 
case logs for all 1,757 polygraph examina-
tions conducted during FY1983 and FY1984 
were coded for type of case, examiner, pretest 
admissions, and post-test confessions and 
entered into a computer file. All of the exam-
inations were then screened by a computer 
program that selected all cases with post-test 
admissions or confessions.

The 241 cases selected by the com-
puter program were then requested from the 
Washington, D. C. Headquarters of the Secret 
Service. The Secret Service personnel then 
requested the case files from the field offices 
where they were located. When they received 
the files, they removed all identifying informa-
tion from the polygraph charts and recoded 
them with new identification numbers that 
we supplied. These recoded charts were taken 
from the case files and sent to the University 
of Utah. The case files without the polygraph 
charts were sent to the Secret Service Field 

The resulting design of the sample was to be             
as follows:
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tively, 7 were confirmed as having answered 
at least one relevant question truthfully and 
at least one relevant question deceptively in 
the same test, and 35 were not confirmed on 
any question. Of the 34 single-suspect cases, 
14 polygraph subjects were confirmed as hav-
ing answered one or more relevant questions 
deceptively, 4 were confirmed as having an-
swered at least one relevant question truth-
fully and at least one relevant question decep-
tively in the same test, and the remaining 16 
subjects were not confirmed on any question. 
We obtained no confirmed truthful single-sus-
pect subjects from this initial sampling.

In order to increase the likelihood of 
obtaining confirmed truthful subjects, we 
used another approach of requesting all cas-
es with pretest as well as post-test admissions 
and/or confessions. Cases from the first six 
months of FY1985 were coded as described 
above, and cases were then selected by a com-
puter program. Of the 325 cases examined, 95 
were selected by the computer program and 
requested from the Secret Service.

Materials from those cases were sent 
to Salt Lake City in the same manner as pre-
viously described. Only charts from subjects 
needed to fill incomplete group categories were 
selected and coded.

From this second sampling we select-
ed 32 multiple-suspect subjects and 5 single- 
suspect subjects. Of these 32 multiple-sus-
pect subjects, 14 were confirmed as having 
answered one or more relevant questions 
truthfully, 11 were confirmed as having an-
swered one or more relevant questions decep-
tively, one was confirmed as having answered 
at least one relevant question truthfully and 
at least one relevant question deceptively in 
the same test, and six were not confirmed on 
any question. Of the five single suspect sub-
jects, four were confirmed as having answered 
one or more relevant questions deceptively 
and one was confirmed as having answered at 
least one relevant question truthfully and at 
least one relevant question deceptively in the 
same test. Again, we obtained no confirmed 
truthful single-suspect subjects.

The third strategy resulted in an ex-
haustive sample of multiple-suspect cases. By 
this time, it was clear that it was not possible 

to fill the confirmed-truthful, single-suspect 
category, so we concentrated on trying to fill 
the multiple-suspect cells. We hoped that an 
exhaustive sample of all multiple-suspect cas-
es would enable us to obtain additional con-
firmed truthful subjects.

From the 440 cases from the first six 
months of FY1986, we selected all of the 35 
multiple-suspect cases and requested them 
from the Secret Service. Materials from those 
cases were sent to Salt Lake City in the same 
manner as previously described. From this 
third sample, we obtained 12 subjects, six of 
whom who were confirmed as having answered 
one or more relevant questions truthfully, five 
who were confirmed as having answered one 
or more relevant questions deceptively, and 
one who was confirmed as having answered at 
least one relevant question truthfully and at 
least one relevant question deceptively in the 
same test.

The polygraph charts obtained from 
the total of 176 cases from the three samples 
consisted of 39 subjects confirmed to have an-
swered one or more relevant questions truth-
fully, 66 subjects confirmed to have answered 
one or more relevant questions deceptively, 14 
subjects confirmed to have answered at least 
one relevant question truthfully and at least 
one relevant question deceptively on the same 
test, and 57 subjects who were not confirmed 
on any questions.

Blind Interpretations

Blind interpretations were conducted 
by seven interpreters, six of whom were U. S. 
Secret Service polygraph examiners who had 
been trained at the U. S. Army Military Police 
School. Of the Secret Service examiners, two 
were experienced examiners who performed 
quality control evaluations at their Washing-
ton, D. C. headquarters (quality control), two 
were stationed at field offices and had more 
than one year of experience as polygraph ex-
aminers (experienced examiners), and two were 
stationed in field offices and had less than one 
year of experience as examiners (inexperienced 
examiners). The other interpreter was a doc-
toral level psychophysiologist who had been li-
censed as a polygraph examiner for 10 years.

One hundred of the obtained cases 
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were selected for scoring by the seven blind 
interpreters using random processes to fill 
three categories. Forty deceptive subjects 
were selected from the total sample of sub-
jects confirmed to have answered at least one 
relevant question deceptively, but not con-
firmed to have answered any relevant question 
truthfully. The 13 subjects confirmed to have 
answered at least one relevant question truth-
fully and at least one relevant question decep-
tively were coded as truthful subjects and were 
combined with the other subjects confirmed 
to have answered at least one question truth-
fully. Forty subjects were selected at random 
from this population of truthful subjects. The 
random procedure resulted in the selection 
of 13 of the 14 subjects who had been con-
firmed to have answered at least one relevant 
question truthfully and at least one relevant 
question deceptively. Twenty subjects were 
selected randomly from the sample of uncon-
firmed cases.

After the charts had been blindly in-
terpreted, it was discovered that one con-
firmed truthful and three confirmed deceptive 
subjects did not meet the criteria for selection 
because their polygraph results were from a 
second test. Therefore, they were discarded 
from the sample and could not be replaced. 
That reduced the sample to 26 subjects con-
firmed to have answered one or more relevant 
questions truthfully, 37 subjects confirmed to 
have answered one or more relevant questions 
deceptively, 13 subjects confirmed to have an-
swered at least one relevant question truth-
fully and at least one relevant question decep-
tively in the same test, and 20 unconfirmed 
subjects.

Division of Cases for Analysis

The cases appeared to belong to three 
natural categories of verification. Complete 
Verification occurred when responses to all 
relevant questions in an examination were 
confirmed as either truthful or deceptive. Par-
tial Verification occurred when responses to 
some relevant questions in an examination 
were confirmed as either truthful or decep-
tive, but there was also at least one response 
to a relevant question that remained uncon-
firmed. Mixed Verification occurred when 

suspects were confirmed to have answered at 
least one relevant question truthfully and at 
least one question deceptively within the same 
polygraph examination. Subjects were initially 
separated into these three categories of verifi-
cation for purposes of data analysis.

Numerical Scoring

The original examiners and the Se-
cret Service interpreters used the numerical 
scoring system developed and taught to fed-
eral polygraph examiners at the U. S. Army 
Military Police School. The psychophysiologist 
used the numerical scoring system developed 
and validated at the University of Utah. Al-
though the psychophysiologist used a different 
numerical scoring system than the other in-
terpreters, differences in effectiveness of these 
systems are slight (Weaver, 1985). In gener-
al, both numerical scoring systems follow the 
scoring system described by Raskin and Hare 
(1978) and Podlesny and Raskin (1978). Dif-
ferences in physiological reactions to relevant 
and control questions in electrodermal activi-
ty, respiration, peripheral vasomotor activity, 
and relative blood pressure were evaluated.

The following characteristics were 
used to assess the strength of the responses: 
electrodermal response amplitude and dura-
tion; decrease in amplitude and rate of respi-
ration, increases in respiration baseline; du-
ration and amplitude of decreases in finger 
pulse amplitude, and amplitude and duration 
of baseline increase in relative blood pres-
sure. Reactions were not scored if they began 
more than 5 seconds following the subject’s 
answer. Minimum latencies of 0.5 second and 
2.0 seconds were adopted for skin conduc-
tance and finger pulse amplitude responses, 
respectively, and reactions that began prior to 
the minimum latencies were not scored. For 
each physiological system, each pair of con-
trol and relevant questions was assigned a 
score from -3 to +3 (except by the two Secret 
Service quality control interpreters and one of 
the inexperienced Secret Service interpreters 
who elected to assign scores from -1 to +1) de-
pending on the strength of the difference be-
tween the reactions to the two question types. 
Positive scores were assigned when reactions 
to control questions were stronger, negative 
scores were assigned when reactions to rel-
evant questions were stronger, and scores of 
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zero were assigned when the reactions to rele-
vant and control questions were approximately 
equal in strength.

Computer Scoring

Data Entry. The physiological data had 
been recorded at 2.5 mm per second on stan-
dard polygraph chart paper that was 20 cm in 
width. Physiological responses to each control 
and relevant question in the first three repeti-
tions of the question sequence were manually 
traced on a digital tablet, the output of which 
was read by a laboratory microcomputer. The 
laboratory assistants who traced the response 
wave forms had no knowledge of the subjects’ 
criterion status.

The computer was programmed to 
sample skin resistance (SR) and thoracic and 
abdominal respiration(R) channels at 10 Hz 
for 20 seconds following the onset of each test 
question. The program also read the times 
and levels of systolic and diastolic points of the 
blood pressure (BP) tracings. From the series 
of systolic and diastolic points for each ques-
tion, average changes in BP were computed for 
2 seconds immediately preceding the onset of 
question presentation and 20 seconds follow-
ing question onset. The data for each chart 
were stored on a floppy disk in a file identified 
by subject and chart numbers and date.

Data Editing. A second program was 
written to read the data files from the floppy 
disks, display the physiological response wave 
forms on the computer screen, and edit move-
ment artifacts. The editing program also re-
scaled the data when sensitivity adjustments 
had been made between charts. Artifacts of 
approximately 1-3 seconds in duration were 
replaced with interpolated values. A response 
containing multiple artifacts or artifacts great-
er than 3 seconds in duration was considered 
unusable and was not used.

Data Quantification. The SR and BP 
response curves were divided into  segments, 
and each segment was tested for positive slope. 
Approximate times of occurrence of low points 
in the waveform were identified by changes 
from zero or  negative slope to positive slope. 
High points in the curve were isolated between  

successive pairs of low points. The exact times 
and levels of low points were then isolated be-
tween successive pairs of high points.

The procedures for locating high and 
low points in the SR and BP wave forms dif-
fered in two respects. Tests for positive slope 
were performed between successive samples 
(seconds) of the BP response curve and be-
tween every fifth sample (500 ms segments) 
of the SR response curve. In addition, a step-
wise averaging procedure smoothed the SR re-
sponse curve prior to testing the 500 ms inter-
vals for positive slope. After the approximate 
times of low points in the response curve had 
been identified in those intervals, the exact 
times and levels of high and low points were 
isolated in the original sequence of 100 ms 
time samples.

The times and levels of high and low 
points in the response curves provided the in-
formation needed to quantify all of the physio-
logical variables listed below, except respira-
tion length that was quantified with a separate 
algorithm (Timm, 1982). The first six of the 
following seven types of measurements were 
obtained from the SR and BP response wave 
forms:

Amplitude. Differences were computed 
between each low point and every succeeding 
high point identified in the response curve. 
Amplitude was defined as the greatest ob-
tained difference.

Rise time. Time to the nearest 100 ms 
for SR and 1,000 ms for BP was measured be-
tween response onset and the occurrence of 
the maximum.

Half recovery time. Time of occur-
rence of the maximum was subtracted from 
the time at which the recovery limb reached a 
level that was half of the amplitude. When the 
response did not recover sufficiently to reach 
the criterion, the interval was measured to the 
end of the 20-second sampling period.

Rise rate. Amplitude was divided by 
rise time.

Half recovery rate. Half of amplitude 
was divided by half recovery time.
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Latency to response onset. Time to 
the nearest 100 ms for SR and 1,000 ms for 
BP was measured from stimulus onset to re-
sponse onset.

Respiration length. Linear distance 
was measured between successive pairs of 
1000ms samples from question onset to the 
10th post-stimulus second. The 100 measure-
ments were summed to yield a length measure 
in relative units for each respiration channel. 
After standardizing the measurements for the 
two respiration channels as described below, 
standard scores for the two channels were av-
eraged to obtain a combined index of respi-
ratory suppression (R length) for each control 
and relevant question.

Variable Generation Procedures

For each subject and each response 
parameter, repeated measures were obtained 
across the control and relevant questions for 
the first three repetitions of the question se-
quence. The number of measurements de-
pended on the number of control and relevant 
questions presented, and they ranged from 
four to eight per chart.

The set of measurements for each re-
sponse parameter was converted to standard 
scores. The transformation to standard scores 
within each subject established a common 
metric among the various types of response 
parameters. Since unit variance was parti-
tioned among the repeated observations for 
each response parameter, it also controlled for 
the tendency of some individuals to react more 
strongly in one response system than in an-
other.

The relative magnitudes of reactions 
to each relevant question were assessed sep-
arately for each response parameter. The 
mean standard score for repetitions of a giv-
en relevant question was subtracted from the 
mean standard score for reactions to all of the 
control questions on the test. The size of the 
z-score difference indexed the magnitude of 
differential reactivity, and its sign indicated if 
the average response to the relevant question 
was greater or less than the average response 
to the control questions.

Variable Selection Procedures

Since it is difficult to obtain a stable 
prediction model from a large set of redundant 
measures (McNemar, 1969), three all-possi-
ble-subsets regression analyses (Pedhazur, 
1982) were performed to identify a reliable 
subset of variables that was optimal for dis-
criminating between truthful and deceptive re-
sponses to relevant questions.

The first regression analysis was per-
formed using only those cases in which all an-
swers to relevant questions had been confirmed 
as either truthful or deceptive (Complete Ver-
ification). The second regression analysis was 
conducted using only those cases in which 
some but not all answers to relevant questions 
were confirmed as either truthful or deceptive 
(Partial Verification). The Complete and Par-
tial Verification samples were combined for the 
third analysis. Cases in which some answers 
to relevant questions had been confirmed as 
truthful and others had been confirmed as de-
ceptive (Mixed Verification) were not included 
in these preliminary analyses.

The best subset of variables for dis-
criminating between confirmed truthful and 
deceptive subjects in the Complete Verification 
sample consisted of four variables: SR Am-
plitude, SR Rise Rate, BP Amplitude, and R 
Length. The same set of four variables was 
the seventh best subset with four variables for 
the Partial Verification sample of subjects, but 
three of the four measures appeared as the 
best subset of three variables for that sample. 
When the Complete and Partial Verification 
samples were combined (Pure Sample), the 
four-variable model was again selected as op-
timal for discriminating between the groups. 
Therefore, the four variable model was adopted 
for assessing the discriminant validity of the 
computer method.

Structure of the Probability Model

A probability-generating model was de-
veloped to calculate the probability of group 
membership for each subject. The probability 
of group membership was defined as the prob-
ability of truthfulness for a confirmed Truthful 
subject or the probability of deception for a 
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confirmed Deceptive subject. Its complement, 
one minus the probability of group member-
ship, was the probability that the subject was a 
member of the wrong criterion group.

The model consisted in part of a dis-
criminant function that was used to calculate 
a discriminant score for each subject. The 
discriminant score was a weighted combina-
tion of the subjects’ scores on the four physio-
logical variables. The weights for the variables 
were those that maximized the discrimination 
between confirmed truthful and deceptive in-
dividuals in the sample.

The model also incorporated two like-
lihood functions that were used to calculate 
the conditional probability of group member-
ship given the obtained discriminant score. 
The two likelihood functions formed partially 
overlapping normal curves, the parameters of 
which were specified by the means and vari-
ances of the distributions of discriminant 
scores for confirmed truthful and deceptive 
subjects in the sample. To calculate the prob-
ability of group membership for a subject, two 
maximum likelihood estimates were comput-
ed using the subject’s discriminant score and 
the equation for the normal probability den-
sity function (Winkler & Hays, 1975). The two 
likelihoods were then combined according to 
Bayes’ Theorem to calculate the probability of 
group membership for each individual (Kirch-
er & Raskin, 1988).

Results

Numerical Scores

Original Examiners. Differences in 
the numerical scores assigned by the original 

Table 1. Original Examiners’ Mean Scores for Confirmed Single Questions

examiners for the three verification categories 
were tested by a 2-way ANOVA comprised of 
Confirmation (Truthful/Deceptive) and Veri-
fication (Complete/Partial/Mixed). The means 
for the 6 cells of the ANOVA are shown in Table 
1.

The analysis indicated a main effect for 
Confirmation, F (1, 164) = 247.13, p < 0.0001. 
Positive numerical scores were associated with 
questions confirmed to have been answered 
truthfully, whereas negative numerical scores 
were associated with questions confirmed to 
have been answered deceptively.

The analysis also indicated a signifi-
cant Confirmation X Verification interaction, E 
(2, 164) = 5.35, Q = 0.006. An examination of 
the means indicates that this effect was pri-
marily due to a reduction in numerical scores 
for confirmed truthful responses in the Mixed 
Verification Group.

A further ANOVA failed to find differenc-
es between the Complete and Partial Verifica-
tion Groups, so the Complete and Partial Veri-
fication Groups were combined to form a Pure 
Verification Group that was then compared to 
the Mixed Verification Group. That ANOVA also 
revealed a similar interaction of Confirmation 
and Verification, F (1, 166) = 8.90, p = 0.003.

The extent to which the original exam-
iners’ numerical scores predicted the truthful/
deceptive criterion was assessed by correlating 
the numerical scores with the confirmation 
criterion for individual questions. For Pure 
Verification subjects, the correlation with the 
criterion was significant, r (136) = 0.79, r < 
0.001. The correlation with the criterion was 
also significant for the Mixed Verification sub-

Complete 
Verification

Partial Mixed

Truthful 4. 1 6.0 2.7

Deceptive -5.6 -4.3 -2.8
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jects, r (33) = 0.61, p< 0.01, but the correla-
tion for the Mixed Verification subjects was 
significantly smaller than the correlation for 
the Pure Verification subjects, I=1.84, P = 0.03 
(one-tailed).

Blind Interpretations

Complete, Partial. and Mixed Veri-
fications. Possible differences in numerical 
scores assigned by various blind interpreters 
for the three categories of Verification were 
assessed by a repeated measures ANOVA. 
An analysis of Interpreters by Confirmation 
(Truthful/Deceptive) by Verification (Complete/
Partial/Mixed) indicated a significant main ef-
fect for Confirmation, F (1, 162) = 99.40, Q < 
0.001. The analysis failed to find a main ef-
fect for Verification, but there was a significant 
Confirmation X Verification interaction, F (2, 
162) = 6.60, P = 0.002. Inspection of the means 
indicated that this interaction was primarily 
due to a reduction in the size of the numer-
ical scores for confirmed truthful responses 
by subjects in the Mixed Verification Group (M 
= 0.41) as compared to confirmed truthful re-
sponses by subjects in the Complete (M = 2.20) 
and Partial (M = 2.68) Verification Groups. 
No interaction of Verification with Interpreters 
was found. A significant interaction of Inter-
preters and Confirmation was found, F (5, 830) 
= 3.26, p = 0.006, and is discussed below in 
the section on Interpreter Characteristics.

An Interpreters by Confirmation by Ver-
ification (Complete/Partial) ANOVA was con-
ducted to determine if there were differences 
between numerical scores for cases with Com-
plete Verification and those with Partial Veri-
fication. This analysis indicated a significant 
main effect for Verification, F (1,122) = 4.04, 
p = 0.047. Inspection of the means indicat-
ed that for suspects with Complete Verification 
the numerical scores for individual questions 
tended to be more negative (M = -0.72) than 
the numerical scores to confirmed questions 
for suspects with only Partial Verification (M = 
-0.095). There was no significant interaction 
between Verification and Interpreters or Con-
firmation.

Since the difference in numerical scores 
for the Partial and Complete Verification was 
quite small, these groups were combined (Pure 
Verification) and compared to the Mixed Veri-

fication Group using an Interpreters by Con-
firmation (Truthful/Deceptive) by Verification 
(Pure/Mixed) ANOVA. This analysis indicated 
a strong main effect for Confirmation, F (1, 
164) = 69.12, p < 0.001, and an interaction of 
Confirmation and Verification, F (1, 164) = p 
= 0.001.  This effect was due to the reduction 
in the numerical scores for confirmed truth-
ful responses in the Mixed Verification group 
(M = 0.41) as compared to the Pure Verification 
group (M = 2.33).

Reliability. All confirmed questions 
were used to assess inter-rater reliability in 
the assignments of scores, since ANOVA failed 
to indicate that Interpreters performed differ-
ently on the three Verification groups. A com-
plete pairwise correlation matrix was calcu-
lated among the numerical scores assigned by 
the six Secret Service blind interpreters, and 
the inter-rater correlations were all significant, 
ranging from 0.80 to 0.88 (M = 0.84). The 
pairwise correlations between the scores of 
the psychophysiologist and the Secret Service 
blind interpreters were also significant, rang-
ing from 0.76 to 0.8 2 (M = 0.79).

Interpreter Characteristics. The nu-
merical scores assigned by the six Secret Ser-
vice blind interpreters were subjected to a Con-
firmation (Truthful/ Deceptive) by Interpreter 
repeated measures ANOVA. This analysis indi-
cated that the main effect of Interpreters was 
not significant, F (5,830) = 1.59, but there was 
a significant interaction between Interpreters 
and Confirmation, F (5, 830) = 3.26, p = 0.006. 
The means for the six Secret Service blind in-
terpreters shown in Table 2 indicate that the 
interact ion of Interpreter and Confirmation 
was primarily due to lower scores assigned by 
the two quality control interpreters on con-
firmed truthful responses. This may have been 
a consequence of their use of scores of only 
+1, 0, and -1.

The performance of the interpreters 
was further assessed by point bi serial cor-
relations between the interpreters’ numerical 
scores on individual questions and the Truth-
ful/Deceptive criterion. These correlations are 
also shown in Table 2.

The differences among interpreters 
appeared to be individual differences not as-
sociated with examiner experience. The best 
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Table 2. Mean Numerical Scores on Individual Questions and Correlations With The Criterion 
for the Seven Blind Interpreters and The Original Examiners

Table 3. Percent Accuracy on Individual Questions for Original Examiners and Blind Interpreters

Confirmed
Truthful

Confirmed
Deceptive

Correlation
With Criterion

Original Examiners 4.7 - 4.8 0.79
Quality Control Examiner A 1.9 -3.1 0.62
Quality Control Examiner B 2.0 -3.4 0.64
Experienced Examiner A 3.0 -3.4 0.65
Experienced Examiner B 2.3 -3.3 0.57
Inexperienced Examiner A 2.2 -2.7 0.62
Inexperienced Examiner B 2.2 -3.6 0.62
Psychophysiologist 2.6 -4.8 0.66

performance was shown by an experienced 
field examiner, r = 0.65, and the poorest per-
formance was by the other experienced field 
examiner, r = 0.57. The difference between 
these two correlations was significant, 1 (190)= 
5.01, p < 0.01. The inexperienced examiners 
performed at a level similar to that shown by 
the quality control evaluators, and the perfor-
mance of the psychophysiologist was approx-
imately midway between the best and poorest 
performance shown by the Secret Service ex-
aminers.

Accuracy of Outcomes

Decisions on individual questions us-
ing an inconclusive zone of +2 to -2 are shown 

in Table 3 for the original examiners and for 
the average of the six Secret Service blind in-
terpreters. For Pure Verification subjects, the 
original examiners were 77.6% correct, 3.6% 
incorrect and 18.8% inconclusive. The blind 
interpreters averaged 59.1% correct, 5.8% in-
correct and 35.1% inconclusive.

The decision accuracy on individual 
questions for Mixed Verification subjects was 
poorer than for the Pure Verification subjects. 
For the original examiners, the overall accu-
racy was 95.5% for Pure Verification and only 
87.5% for the Mixed Verification subjects. The 
overall accuracy of the blind interpreters aver-
aged 90.5% for Pure Verification subjects and 
only 74.5% for Mixed Verification.

Pure Verification
                           Truthful (N=26) Deceptive (N=37)

(n) C W ? Dec (n) C W ? Dec
Original Examiners (62) 76 3 21 96 (76) 79 4 17 95
Blind Interpreters (68) 52 9 39 85 (83) 65 4 31 94

Mixed Verification
Truthful (N=13) Deceptive (N=13)

(n) C W ? Dec (n) C W ? Dec
Original Examiners (15) 67 7 26 91 (20) 55 10 35 85
Blind Interpreters (19) 29 17 54 63 (23) 47 9 43 84
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It can be seen in Table 3 that the ac-
curacy of decisions on confirmed truthful 
and deceptive answers differed as a function 
of type of verification, especially for the blind 
interpreters. For the original examiners, ac-
curacy on questions answered deceptively was 
somewhat higher for Pure (95%) as compared 
to Mixed Verification (85%), and a similar pat-
tern occurred on questions answered truthful-
ly (Pure= 96% and Mixed = 91%). A stronger 
effect of verification type was observed for the 
blind interpreters. Again, accuracy of deci-
sions on questions answered deceptively was 
somewhat higher for Pure (95%) as compared 
to Mixed Verification (84%). However, for ques-
tions answered truthfully there was a large 
drop in accuracy from 85% for Pure Verifica-
tion to 63% for Mixed Verification subjects.

Comparison of Strength of 
Reactions by Confirmed and 

Unconfirmed Subjects

The magnitudes of numerical scores 
assigned to individual questions that yielded 
definite decisions (truthful or deceptive) were 
tested for possible differences between  those 
decisions that were subsequently confirmed 
and those that were not confirmed. A 2- way 
ANOVA of Decision (Truthful/Deceptive) and 
Confirmation (Confirmed/ Unconfirmed) was 
performed on the numerical scores that ex-
ceeded +2 or -2 assigned by the blind inter-
preters to the questions from the 100 cases, as 
described above. The mean numerical scores 
are shown in Table 4.

Table 4. Mean Numerical Scores for Blind Decisions on Confirmed and Unconfirmed Questions

Confirmed Unconfirmed

Truthful 5.9 - 6.0
Deceptive 5.7 4.9

ANOVA showed a significant main effect 
for Decisions, F (1, 212) = 1340.26, p < 0.0001. 
The main effect for Confirmation was not sig-
nificant, F (1, 212) = 1.57, but the interaction 
of Decision and Confirmation approached sig-
nificance, F (1, 212) = 3.84, p = 0.051. That 
was due to the slightly smaller scores for the 
Unconfirmed as compared to the Confirmed 
deceptive questions.

Computer Analyses

Discriminant Validity

The discriminant validity of the com-
puter method was initially assessed separately 
for the Complete, Mixed, and Partial Verifica-
tion Groups. Subjects in the Mixed Verifica-
tion Group had answered some of the relevant 
questions truthfully and other relevant ques-
tions deceptively. For purposes of the analysis 
of cases with Mixed Verification, it was nec-
essary to split the Mixed Group in half and 

assign confirmation group membership arbi-
trarily. When the subject was assigned to the 
Truthful group, only physiological responses 
to relevant questions confirmed to have been 
answered truthfully were included. Con-
versely, when the subject was assigned to the 
Deceptive group, only responses to relevant 
questions confirmed as having been answered 
deceptively were included in the analysis.

A discriminant function was comput-
ed for each verification group and was used to 
generate a discriminant score for each subject 
in that group. A subject was defined as cor-
rectly classified when the discriminant score 
yielded a probability of correct group member-
ship that exceeded .50. If the probability was 
less than .50, the classification by the com-
puter model was considered an error. Since 
it is known that a small subject-to- variable 
ratio causes discriminant analysis to capitalize 
on chance and produce inflated estimates of 
diagnostic validity (McNemar, 1969), standard 
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statistical tests were also performed to assess 
the reliability of the findings. The results ob-
tained for the three verification groups are 
presented in Table 5.

As shown in Table 5, the accuracy of 
the computer model was highest for cases with 
Complete Verification. In those cases, answers 
to all of the relevant questions had been con-
firmed as either Truthful or Deceptive. A sig-
nificant proportion of criterion variance was 
explained by the optimal linear combination of 
the four computer variables (R2 = .79). The 
lowest accuracy was obtained for the Mixed 
Verification cases. Although the correct clas-
sifications in the Mixed Group exceeded 80%, 
it is clear that the result was unreliable since 
the F-ratio was not significant.

Complete versus Mixed Verification. 
A MANOVA with the four physiological param-
eters as dependent variables was performed to 
determine if the accuracies obtained for the 
Complete Verification Group differed signifi-
cantly from those obtained for the Mixed Veri-
fication group. The MANOVA revealed that the 
Verification (Complete/Mixed) X Confirmation 
(Truth/Deception) interaction was significant, 
F (4,36)= 2.69, p < .05. The discrimination be-
tween truthful and deceptive answers was sig-
nificantly better in Complete Verification cases 
than in Mixed Verification cases. This finding 
suggests that there are important differences 
between Complete and Mixed Verification cas-
es and that the two types of cases should be 
considered separately.

A within-subjects MANOVA conducted 

Table 5. Percent Correct Dichotomous Computer Classifications, Magnitude of Effect (R2 ), and 
Tests of Statistical Significance (F) for Complete, Partial, Mixed, and Pure Verification Groups

Percent Correct Classification Statistics

(n) Truthful (n) Deceptive R2 F p
Complete (17 ) 88.2 (13) 92.3 .79 24.09 <.0001

Mixed (7) 85.7 (6) 83.3 .27 .73 ns
Partial (9) 88.9 (24) 87.5 .56 9.01 <.0001
Pure (26) 96.2 (37) 83.8 .62 23.91 <.0001

using only Mixed Verification cases revealed 
that the physiological reactions associated 
with deceptive answers to relevant questions 
were not significantly stronger than those as-
sociated with truthful answers to relevant 
questions, F (4,9) = 2.99, p = .08.

Complete versus Partial Verification. 
MANOVA revealed no main effect for Complete 
versus Partial Verification Groups, F (4,56) = 
1.01, and no evidence of a Verification X Con-
firmation interaction, F (4,56) = .89. Thus, 
cases in which answers to only some relevant 
questions were confirmed as either truthful or 
deceptive were indistinguishable from those 
in which answers to all relevant questions 
were confirmed as either truthful or deceptive. 
Since little would be gained from treating these 
two subgroups separately, they were pooled to 
form the Pure Verification sample for all subse-
quent analyses. The results obtained from the 
Pure sample are presented in the bottom row 
of Table 5.

Discriminant Validity in the Pure 
Verification Sample.  Table 6 presents the 
percentage of correct truthful and deceptive 
decisions and inconclusive subjects in the Pure 
Verification sample as a function of various de-
cision criteria. Within the .50 cutoff, a correct 
decision was defined as a probability of correct 
group membership greater than .50, and an 
error occurred if the probability was less than 
.50. With the .90 cutoff, a correct decision 
was scored if the probability of correct group 
membership was .90 or greater; an error was 
scored if it was equal to or less than .10; and 
the result was inconclusive if the probability 
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Table 6. Percent Correct Classifications and Inconclusives for Various Decision Criteria

Probability Cutoffs for Decisions
.50 .60 .70 .80 .90

Truthful (n=26) 96 96 96 95 95
Deceptive (n= 37) 84 83 93 93 96
Inconclusive 0 5 11 21 24

was between .90 and .10.

With the .50 cutoff, 96% of the Truth-
ful and 84% of the Deceptive subjects were 
correctly classified. There were no inconclu-
sive outcomes since no probability was exactly 
.50. Predictably, there was a progressive in-
crease in the percentage of inconclusive out-
comes as the criterion for a definite truthful 
or deceptive diagnosis approached unity. Us-
ing the .90 criterion, 95% of the Truthful and 
96% of the Deceptive subjects were correctly 
classified, and 15 of the 63 cases (24%) were 
inconclusive. Examination of the data in Table 
6 suggests that an optimal cutoff to maximize 
the accuracy of decisions and minimize incon-
clusive outcomes is a probability of approxi-
mately .70.

Relative Utility of Physiological 
Components. The univariate point biserial 
correlations (rpb) between each of the four 
physiological variables and the Truth/Decep-
tion criterion are presented in Table 7. This 
statistic provides a measure of the discrimi-
nant validity of each physiological parameter. 
Table 7 also presents the correlations between 
each of the physiological measures and the 
discriminant scores (structural coefficients). 
The structural coefficient for a variable in-
dicates the extent to which the discriminant 
scores were dependent on changes in that 

Table 7. Validity and Structural Coefficients for the Physiological Measures

Validity Coefficient Structural Coefficient
SR Amplitude .73 .92
SR Rise Rate .48 .61
BP Amplitude .69 .87
R Length -.39 -.49

variable.

It may be seen that SR Amplitude was 
clearly the most diagnostic measure, and it 
predicted over 53% of the criterion variance 
(rpb

2). Not surprisingly, SR Amplitude was also 
correlated most highly with the discriminant 
scores. BP Amplitude was the next most di-
agnostic measure, followed by SR Rise Rate 
and R Length. The relative importance of the 
variables, as measured by the structural coef-
ficients, followed a similar pattern.

Characteristics of Physiological Re-
sponses in Laboratory and Field Exam-
inations. Profile analyses were performed to 
determine if there were reliable differences 
between physiological data obtained in labora-
tory simulations and data obtained from poly-
graph examinations conducted in the course of 
actual criminal investigations. The laboratory 
sample was composed of 26 Truthful and 37 
Deceptive adult males randomly selected from 
a pool of 100 subjects who had participated in 
a previous mock crime experiment (Kircher 
& Raskin, 1988). The field subjects were the 
26 confirmed Truthful and 37 confirmed De-
ceptive subjects in the Pure Verification sam-
ple. Field cases with Mixed Verification were 
excluded from the profile analyses because no 
attempt had been made in the laboratory ex-
periment to represent that condition.
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The physiological measures for the 
profile analyses were obtained from subjects’ 
electrodermal, cardiovascular, and respiration 
responses to control and relevant test ques-
tions. Although the procedures for recording 
blood pressure and respiration data in the 
laboratory and field settings were similar, dif-
ferent measures of electrodermal activity had 
been recorded. Specifically, skin conductance 
(SC) had been recorded in the laboratory, 
whereas skin resistance (SR) had been record-
ed in the field examinations. Despite there 
being a well-defined, nonlinear relationship 
between SC and SR, the transformation from 
one to the other requires absolute measures 
of conductance and resistance that were not 
available for most of the field cases. Since the 
original units of measurement in the two data 
sets were not linearly related and it was not 
possible to transform the electrodermal mea-
sures to a common metric, any observed differ-
ence between laboratory and field measures of 
electrodermal activity was confounded with the 
method of measurement and should be viewed 
with caution.

Three physiological variables were se-
lected for the profile analyses: SC or SR Am-
plitude, BP Amplitude, and R Length. These 
measures were selected because they com-
prised the largest subset of measures that had 
been independently, empirically, and consis-
tently identified as diagnostic in the laboratory 
(Kircher & Raskin, 1988) and in the Pure Ver-
ification sample of field cases.

Parameter Standardization Proce-
dures. In the above analyses, raw measure-
ments of physiological reactions were trans-
formed to z-scores. However, for the profile 
analyses a z-score transformation is inappro-
priate since the mean of a set of z- scores is al-
ways zero. As a consequence, the z-score for a 
reaction to one type of test question would nec-
essarily be counterbalanced by a z-score of the 
same absolute magnitude but of opposite sign 
for the other type of question. The dependency 
introduced by use of a z-score transformation 
would preclude interpretation of differences in 
physiological response profiles associated with 
control and relevant test questions.

In order to establish a common metric 
among the three response variables, with-
in-subject range-adjusted scores were comput-

ed separately for each physiological variable 
according to the following formula:
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physiological reactions yielded relatively high scores on the electrodermal and 

cardiovascular measures but low scores on the respiration measure, all measurements of R 

Length were reversed in sign prior to projecting the scores onto a standard scale of 

constant range.

where X was a raw score associated 
with one of the control or relevant questions 
in the first three repetitions of the question se-
quence; Xmax was the greatest obtained score 
in the set of repeated measurements; Xmin  was 
the smallest obtained score in the same set; 
and X’ was the range-adjusted value of X. This 
transformation produced X ‘ = 0 for the small-
est observed score in the original set of raw 
measurements for the subject (Xmin) and X’= 
100 for the greatest observed score for that 
subject (Xmax).

As noted by Nunnally (1978), the lev-
els of response profiles are interpretable only 
when the variables are “pointed in the same 
direction” (p. 439). Since relatively strong 
physiological reactions yielded relatively high 
scores on the electrodermal and cardiovascu-
lar measures but low scores on the respiration 
measure, all measurements of R Length were 
reversed in sign prior to projecting the scores 
onto a standard scale of constant range.

For each subject, the mean of range-ad-
justed scores associated with each of the two 
types of test questions was calculated for each 
physiological measure. A single measure of R 
Length was obtained for each question by aver-
aging the means of the range-adjusted lengths 
of thoracic and abdominal respiration tracings. 
The mean reaction profiles for Truthful and 
Deceptive subjects in the laboratory and field 
samples are presented in Figure 1. The order 
of presentation of the three variables along the 
abscissa was arbitrary.

To examine possible differences among 
the response profiles exhibited by laboratory 
and field subjects, two independent sources 
of variance were assessed with MANOVA: dif-
ferences in the levels of response profiles and 
differences in their shapes (Harris, 1975; Van 
Egeren, 1973).

The level of a subject’s response profile 
was the mean of the range-adjusted scores for 



27

A Study Of The Validity Of Polygraph Examinations

Polygraph & Forensic Credibility Assessment , 2019, 48 (1)

the three physiological measures that com-
prised the profile. The level of a response pro-
file may be viewed as a measure of the relative 
magnitude of generalized arousal associated 
with control or relevant questions. Observed 
differences between the shapes of response 
profiles would suggest qualitative differences 
in the patterns of physiological responses as-
sociated with particular questions (Control or 
Relevant), criterion status (Truthful or Decep-

tive), or context for the examination (Laborato-
ry or Field).

Among all comparisons of levels and 
shapes of response profiles produced by lab-
oratory and field subjects, only one significant 
effect was observed. This was a significant dif-
ference between laboratory and field subjects 
in the shapes of their response patterns asso-
ciated with deceptive answers to relevant ques-
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tions, (p <.01). In order to assess the magni-
tude of this effect, a discriminant analysis was 
performed between the laboratory and field 
samples using the level-adjusted profiles for 
physiological responses to relevant questions 
answered deceptively. Level adjusted scores 
were obtained for each subject and each re-
sponse variable by subtracting the mean of 
the three scores that comprised a profile from 
each variable in that profile.

The differences between laboratory 
and field subjects accounted for 9.8% of the 
variance in the shapes of these profiles. By 
comparison, differences between Truthful and 
Deceptive subjects accounted for 56.9% of 
the variance in the physiological measures. In 
other words, the differences between Truthful 
and Deceptive subjects accounted for almost 
six times the amount of variance in physiolog-
ical responses associated with the differences 
between the laboratory and field subjects.

The laboratory-field differences be-
tween the shapes of subjects’ response profiles 
associated with deceptive answers to relevant 
questions were examined in greater detail by 
performing separate univariate tests using 
level-adjusted scores for the three physiolog-
ical measures. Univariate tests revealed that 
the significant effect for profile shape was 
due to differences in the SR/SC Amplitude, F 
(1,122) = 4.49, p < .04, and R Length mea-
sures, F (1,122) = 11.41, p < .001. Level-ad-
justed scores on BP Amplitude did not distin-
guish between the groups, F (1,122) = 1.97.

Double Cross-Validation. Separate 
discriminant functions were developed from 
the 63 subjects in the Pure Verification sam-
ple (37 confirmed Deceptive and 6 confirmed 
Truthful) and from 50 Guilty and 50 Innocent 

Table 8. Multivariate Comparisons of Response Profiles for Laboratory and Field Subjects

Control Questions Relevant Questions
Truthful (n=26)
Profile level F (1,122) = .53 F (1,122) = 1. 12
Profile shape F (2,121) = .05 F (2,121) = 2.69
Deceptive (n= 37)
Profile level F (1,122) = .36 F (1,122) = 1. 73
Profile shape F (2,121) = 2.17 F (2,121) = 5.71

subjects who had participated in a mock crime 
experiment (Kircher & Raskin, 1988). Each 
discriminant function was used to classify the 
subjects in the sample on which it was devel-
oped and also the subjects in the other sam-
ple.

The discriminant functions developed 
from the laboratory and field samples incorpo-
rated the same variables, SC or SR Amplitude, 
BP Amplitude, and R Length.

Generalizability from laboratory to 
field and vice-versa was first assessed by com-
paring the accuracy of classification made by 
each mode1 when applied to the data from 
laboratory and field samples. Classification 
accuracies were calculated by comparing the 
actual status of each subject with the com-
puter-generated probability of group member-
ship using a dichotomous decision rule that 
defined a correct decision as a probability of 
correct group membership that exceeded .50, 
and defined an error as a probability of correct 
group membership that was less than .50. The 
results are presented in Table 9.

The results indicated that each model 
performed similarly when applied to the two 
samples. Thus, the accuracy of the laboratory 
model was approximately the same when ap-
plied to the original sample of laboratory sub-
jects and to the validation sample of field sub-
jects. Similarly, the accuracy of the field model 
was approximately the same when applied 
to the original sample of field subjects and to 
the validation sample of laboratory subjects. 
However, it should be noted that the labora-
tory model showed a drop in performance on 
Truthful subjects when applied to the field 
subjects (88% versus 77%), and the field mod-
el showed a drop in performance on Deceptive 
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Table 9 Accuracy of Classifications Based on Laboratory and Field Models

Table 10. Validity and Structural Coefficients for Laboratory and Field Samples

subjects when applied to the laboratory sub-
jects (84% versus 76%).

The laboratory and field results were 
also compared by calculating univariate point- 
biserial correlations with the criterion (validity 

coefficients) and multivariate structural coef-

ficients for the physiological variables used in 

the two models. The validity coefficients and 

structural coefficients for the laboratory and 

field samples are shown in Table 10.

Laboratory Model Classification
Laboratory Sample Deceptive Truthful % Correct

Deceptive 45 5 90
Truthful 6 44 88

Field Sample
Deceptive 34 3 92
Truthful 6 20 77

Field Model Deceptive Truthful % Correct
Field Sample

Deceptive 31 6 84
Truthful 2 24 92

Laboratory Sample
Deceptive 38 12 76
Truthful 1 49 98

Validity Coefficients Structural Coefficients

Laboratory Field Laboratory Field
SC/SR Amplitude .77 .73 .94 .92
BP Amplitude .61 .69 .74 .87
R Length .55 .39 .67 .49

The validity and structural coefficients 

were similar for laboratory and field samples.

These findings suggest that the rela-
tionships among the physiological variables 
obtained from polygraph tests of subjects in 
mock crime laboratory experiments are similar 
to those obtained from suspects in field poly-
graph tests. However, correlational analyses 
are not sensitive to differences in the means 
of the variables obtained from laboratory and 
field subjects, and the analyses of classifica-
tion accuracies presented in Table 9 suggest 
that mean differential physiological reactivity 
for Deceptive and Truthful subjects may not 

be symmetrical around zero in both samples. 
The findings that the laboratory model showed 
a drop in accuracy on Truthful field subjects 
and the field model showed a drop in accuracy 
on Deceptive laboratory subjects may indicate 
such asymmetry.

In order to examine the possibility of 
a lack of symmetry in the means of the dif-
ferential physiological reactivity of laboratory 
and field subjects, the means of the comput-
er-generated indices of differential physiologi-
cal reactivity to relevant and control questions 
were calculated for Truthful and Deceptive lab-
oratory and field subjects and are presented 
in Table 11.
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Table 11. Computer Indices of Differential Reactivity to Control and Relevant Questions for 
Laboratory and Field Subjects

Truthful laboratory and field subjects 
reacted more strongly to control than to rel-
evant questions for all three physiological 
indices (positive means), and the Deceptive 
laboratory and field subjects responded more 
strongly to relevant than to control questions 
(negative means). However, the means for 
Truthful and Deceptive laboratory subjects 
were approximately equidistant from zero, 
whereas the means for the field sample were 
generally shifted in the negative direction. De-
ceptive field subjects showed stronger differ-
ential reactivity to relevant questions than did 
Deceptive laboratory subjects, and Truthful 
field subjects showed weaker differential reac-
tivity to control questions than did Truthful 
laboratory subjects.

Since the means for Truthful and De-
ceptive laboratory subjects are approximately 
symmetrical around zero, the model derived 
from those data “expects” that Truthful sub-
jects wi11 produce differential reactions to 
control questions as strong as those produced 
by Deceptive subjects to relevant questions. 
Since Truthful field subjects did not show that 
pattern to the same degree, there was a fairly 
high rate of false positive errors when the lab-
oratory model was applied to the field subjects. 
On the other hand, the laboratory model “ex-
pects” only moderately strong reactions to rele-
vant questions from Deceptive subjects.

Since Deceptive field subjects showed 
much stronger differential reactions to rele-
vant questions than to control questions, the 
laboratory model produced very few false neg-
ative errors when applied to field subjects. 
These results suggest that computer models 
developed on laboratory subjects are biased 
against Truthful field subjects, and they also 
suggest modifications of the decision cutoffs 
for numerical scoring based on the results of 

Laboratory Field
Truthful Deceptive Truthful Deceptive

SC/SR Amplitude 1.89 -2.41 .67 -2.95
BP Amplitude 1.53 -.93 .88 -2.02
R Length .25 -1.64 .31 -1.07

laboratory experiments. It appears that the 
cutoffs should be asymmetrical and shifted in 
the negative direction.

Human Versus Computer Scoring 
(Lens Model Analyses)

The subjects used in the lens model 
analyses were the Secret Service examiners 
who had conducted the polygraph examina-
tions (Original Examiners) the six Secret Ser-
vice examiners and one psychophysiologist 
who independently interpreted the polygraph 
charts.

Only judgments made on examinees 
in the Pure Verification sample were included 
in the lens model analyses. To facilitate com-
parisons among the polygraph interpreters, a 
forced- choice decision rule was adopted to 
produce an equal number of decisions for each 
interpreter. For confirmed relevant questions 
any positive total numerical score was consid-
ered a truthful outcome and any negative total 
score was considered a deceptive outcome. 
The physiological measures used to predict the 
criterion were the four parameters identified 
by the previous all-possible-subsets regression 
analyses as the subset that best discriminated 
between the Truthful and Deceptive subjects in 
the Pure Verification sample.

Brunswik’s lens model (Slavic & 
Lichtenstein, 1971) was used to compare the 
performance of the blind numerical interpret-
ers and the computer. The lens model was also 
used to examine possible differences among 
the polygraph examiners in their use of infor-
mation from the polygraph charts to diagnose 
truth and deception. For the present problem, 
the lens model organized three sources of in-
formation and the relationships among them, 
as illustrated in Figure 2.
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As shown on the left side of Figure 2, 
the statistically optimal classification strategy 
is operationally defined in terms of a multiple 
regression equation that predicts the actual 
deceptive status of an individual (Ye) by means 
of a linear combination of weighted physiolog-
ical measures or cues (Xi). The subscript e in 
the lens model stands for the environment, 
which is the criterion of truth or deception. 
The obtained multiple correlation Re provides 
a measure of the validity of the combination 
of physiological measures for predicting group 
membership.

The decision policy of the polygraph 
interpreter is represented on the right side 
of Figure 2 by the regression of diagnoses of 
truth and deception (Ys) on the multiple phys-
iological measures (Xi). The subscript s refers 
to the polygraph interpreter who served as the 
subject of the lens model analysis. The ob-
tained multiple correlation Rs measures the 
extent to which the interpreter used infor-
mation that was contained in the computer- 
generated physiological variables in making 
his decisions. The correlation between the in-
terpreter’s decisions (Ys) and the criterion (Ye) 
provides a measure of achievement (ra).

This correlation is the most important 
component of the lens model since the mag-
nitude of ra indicates how well the interpret-

Figure 2. The Lens Model

er discriminated between guilty and innocent 
subjects on the basis of his blind evaluations 
of the polygraph charts.

According to Tucker (1964), the rela-
tionship between achievement (ra) and other 
components of the lens model can be repre-
sented in terms of the following equation:

where G is the correlation between the 
predicted criterion scores (Ye) and the predict-
ed decisions by the interpreter (Ys), and R is 
the correlation between the residuals (Ye - Ye) 
and (Ys - Ys ). Since both sets of predictions 
were made from the same physiological mea-
sures, the magnitude of G specifies the degree 
of similarity between the model used to predict 
group membership and the model used to pre-
dict decisions.

Conceptually, G specifies how closely 
the interpreter’s use of information contained 
in the physiological measures generated by 
the computer matched the optimal linear 
combination of these variables. The C compo-
nent represents the degree to which errors in 
predicting the criterion from the physiological 
measures were correlated with errors in pre-
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dicting examiner judgments. The magnitude of 
C may be taken as a measure of the amount of 
diagnostic information available in the physi-
ological recordings that was used by the blind 
interpreter to make valid diagnoses but was 
not contained in the four features of response 
wave forms that were quantified by the com-
puter. Therefore, C provides an index of the 
extent to which the computer failed to use di-
agnostic information available in the physio-
logical recordings that was effectively used by 
the human interpreters.

The results of the lens model analysis 
are presented in Table 12. The interpreters 
are listed in order of their achievement coeffi-
cients (r

a), which ranged between .53 and .87, 

Table 12. Lens Model Components for the Original Examiners and Seven Blind Interpreters

with a mean of .76. On average, human judg-
ments based on numerical evaluations of the 
polygraph charts accounted for approximate-
ly 58% of the criterion variance. The multiple 
correlation between the physiological vari-
ables and the criterion (Be) provided an over-
all estimate of the validity of the combination 
of the physiological measures for diagnosing  
truth and deception. The optimal linear com-
bination of physiological measures produced  
a multiple correlation of . 79 and accounted 
for 63% of the criterion variance. The average 
level of discrimination between Truthful and 
Deceptive subjects achieved by the human in-
terpreters was slightly  less than that achieved 
by the computer model (.76 vs. . 79), but the 
difference was not significant. The G compo-

Ra Re Rs G C
Original Examiners .87 .79 .74 .99 .70
Experienced Examiner .87 .79 .81 .99 .64
Quality Control .84 .79 .76 .99 .62
Psychophysiologist .77 .79 .77 .99 .47
Inexperienced Examiner .77 .79 .75 .96 .45
Quality Control .71 .79 .69 .99 .38
Inexperienced Examiner .67 .79 .75 .99 .20
Experienced Examiner .53 .79 .60 .93 .17
Mean (r-to-z-to-r) .76 .79 .74 .99 .43

nent is also important for summarizing the 
performance of a human interpreter (Slavic & 
Lichtenstein, 1971; Tucker, 1964). The G com-
ponent, or matching index, exceeded .93 for 
each of the human interpreters. These find-
ings indicate that most of the human inter-
preters made optimal use of the information 
contained in the four computer generated 
physiological measures.

Variability in performance was ob-
served among the blind numerical interpret-
ers. Judgments made by the original exam-
iners were highly accurate and were slightly 
more accurate than those made by the blind 
interpreters, all of whom used numerical scor-
ing procedures. Since the original examiners 
interacted with the subjects and had detailed 

knowledge of the case facts, it is possible that 
their decisions were influenced by the case 
facts and the verbal and nonverbal behavior of 
the subjects during the examinations.

Although the performance of the hu-
man interpreters was not clearly related to lev-
el of experience, it was directly related to C. 
This finding may indicate that the major factor 
that distinguished among the blind numerical 
interpreters was their ability to extract more 
diagnostic information from the physiological 
recordings than was represented by the four 
response parameters quantified by the com-
puter. The large value for C for the original ex-
aminers is another indication that they may 
have adjusted their numerical scoring of the 
physiological data by using non-physiologi-
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cal, auxiliary sources of information that were 
available only to them.

The mean C component of the lens 
model indicated that, on average, the blind 
evaluators were able to predict 18% (C2) of the 
criterion variance that was not predicted by 
the four computer-generated variables. This 
finding suggests that significantly more diag-
nostic information was available in the phys-
iological recordings than was represented in 
the four parameters quantified by the comput-
er. Some of that variance may be attributed to 
the human interpreter’s ability to make rea-
sonable approximations of the amplitudes of 
physiological reactions even when the record-
ing pens exceeded the limit of travel because  
the examiner had set the amplifier sensitivity 
too high, a common occurrence in the poly-
graph charts used in the present study. The 
computer merely quantified the amplitude of 
the response as it appeared on the chart, and 
no attempt was made to estimate the true am-
plitude of the response when the limit of pen 
travel was exceeded.

Discussion

This study evaluated the accuracy of 
control question polygraph examinations in 
criminal investigations conducted by U. S. Se-
cret Service personnel during FY1983 through 
FY1985. The cases were obtained from their 
files and were confirmed using a very stringent 
criterion of admissions and confessions that 
were independently corroborated by physical 
evidence. The results of this study clearly in-
dicate that control question polygraph exam-
inations used for purposes of criminal investi-
gation can be highly accurate when conducted 
by qua lified examiners and numerically eval-
uated by experienced interpreters or assessed 
using computer methods developed at the Uni-
versity of Utah.

Accuracy

Human Interpreters. The overall ac-
curacy of decisions made by the Secret Service 
examiners on individual relevant questions 
was 96% for confirmed truthful answers and 
95% for confirmed deceptive answers in those 
cases where suspects were either truthful to 
all confirmed relevant questions or deceptive 

to all confirmed relevant questions (Pure Ver-
ification). When suspects were confirmed as 
deceptive to at least one relevant question and 
also truthful to at least one relevant question 
in the same test (mixed verification), the accu-
racy of the decisions made by the original ex-
aminers dropped to 91% on confirmed truth-
ful answers and 85% on confirmed deceptive 
answers. It should be noted that this high lev-
el of accuracy was achieved even though the 
level of analysis at individual questions would 
be expected to produce lower reliability and ac-
curacy than analyses of all relevant questions 
combined.

The results also indicated that the ac-
curacy of decisions by examiners who made 
blind interpretations of the polygraph charts 
was also high, but not quite as high as the 
original examiners. The accuracy of blind in-
terpreters on Pure Verification subjects was 
85% on truthful answers and 94% on decep-
tive answers. However, when there was mixed 
verification, their accuracy dropped to 63% on 
truthful answers and 84% on deceptive an-
swers. From these results, it appears that 
control question polygraph tests perform best 
when the relevant questions deal with issues 
that elicit either all truthful or all deceptive 
answers from the subject. It should also be 
noted that the blind interpreters made more 
false positive than false negative errors, a re-
sult that consistently appears in the data from 
laboratory and field studies (Raskin, 1986). 
However, the original examiners did not show 
that pattern.

The effects of context of the interpreta-
tion (original or blind) and interpreter expe-
rience or type of training on the accuracy of 
chart interpretations were assessed by com-
parisons of the performance of the original ex-
aminers, highly experienced quality  control 
interpreters, experienced and inexperienced 
field examiners, and an experienced field ex-
aminer - psychophysiologist. Analyses of the 
numerical scores and lens model analyses 
were used for these purposes, and the results 
produced two somewhat unexpected findings.

There was no demonstrable effect on 
accuracy as a function of experience or type 
of training among all of the blind interpreters. 
However, the original examiners clearly out-
performed all of the blind interpreters and the 
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computer model. The lens mode1 analyses in-
dicated that level of performance of the human 
interpreters was directly related to the extent 
to which they either extracted more diagnostic 
information from the polygraph charts than 
did the computer model or used nonphysio-
logical information to adjust their numerical 
scoring to increase their accuracy. The orig-
inal examiners, one quality control, and one 
experienced blind interpreter outperformed 
the computer, but the computer outperformed 
the remaining five blind interpreters. The 
superior performance of the original examin-
ers suggests that they used their knowledge 
of the case facts and their interactions with 
the subjects to achieve more effective use of 
the physiological information contained in the 
polygraph charts.

Computer Interpretations. The com-
puter interpretations of the polygraph record-
ings also produced a high degree of accuracy. 
Using the discriminant function generated 
from these data and various probabilities to 
define truthful and deceptive decisions, the 
accuracies ranged between 95% and 96% on 
confirmed truthful suspects and between 
83% and 96% on confirmed deceptive sus-
pects. As the probability required for a de-
cision was increased, the accuracies and the 
rate of inconclusive outcomes increased. The 
optimal cutoffs of .70 probability of truthful-
ness for truthful decisions and .30 probability 
of truthfulness for deceptive decisions yielded 
accuracies of 96% on Truthful suspects and 
93% on Deceptive suspects, with only 11% in-
conclusive outcomes. These analyses seem to 
indicate that the use of cutoffs of approximate-
ly .70 and 30 for probabilities of truthfulness 
yield the best results in field applications.

Comparisons of the computer-gener-
ated decisions and those produced by the hu-
man interpreters indicated that the computer 
was generally more accurate than the blind in-
terpreters, but not as accurate as the original 
examiners. These findings are consistent with 
a recent review of the literature concerning 
clinical versus statistical prediction (Wiggins, 
1981), indicating that statistical methods are 
frequently, but not always, superior to clinical 
judgments. If the computer could take advan-
tage of the case information and observations 
of the suspect’s behavior that were available 
to the original examiners, computer models     

might equal or exceed the performance of the 
original examiners. Achievement of that goal 
would require additional research to determine 
the factors that account for the increment in 
performance of the original examiners and how 
to incorporate that information in the comput-
er decision models. Toward that end, research 
that explores relationships between individual 
differences in expressive behavior, case infor-
mation, and truthfulness seems feasible and 
desirable.

Research Issues

Validity of the Confession Criteri-
on. Questions have been raised with respect 
to the validity of results obtained in field 
studies; that selecting polygraph examina-
tions for analysis using a criterion of ground 
truth based on confessions (Iacono, in press; 
Raskin, 1987). Iacono argued that such stud-
ies overestimate accuracy because they do not 
include the polygraph charts of innocent sus-
pects who failed tests and did not confess and 
guilty suspects who passed tests and were not 
interrogated or failed to confess. Iacono also 
argued that guilty suspects selected for con-
fession studies were only those who produced 
charts that were strong enough to cause the 
examiner to elicit a confession. The latter ar-
gument seems specious since it implicitly rec-
ognizes the accuracy of polygraph charts that 
are strongly indicative of deception. It also 
implies that the test results of suspects who 
failed the test and did not confess are weak-
er than those who failed the test and did con-
fess. These arguments were addressed by the 
methods and results of this study.

The manner of selecting cases pre-
vented the problem of not selecting innocent 
suspects who failed tests (false positive errors) 
because all of the confirmed truthful suspects 
were obtained from multiple-suspect cas-
es. Since the truthfulness of these suspects 
was established by corroborated confessions 
of other suspects, all truthful suspects who 
might have failed the tests were included in 
the sample and would have contributed to the 
observed error rate. Similarly, the large ma-
jority of confirmed deceptive suspects were ob-
tained from multiple-suspect cases in which 
there was usually more than one deceptive 
person who could, and often did, confess and 
incriminate one or more of the other suspects 
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who were tested. Thus, the potential problems 
of false positives and false negatives proposed 
by Iacono were reduced or eliminated by the 
methodology of this study.

This study also evaluated the sugges-
tion that suspects who failed the tests and 
confessed produced stronger deceptive charts 
than those who failed the tests and did not 
confess. In order to answer that question, we 
compared the strengths of the deceptive re-
sults produced by suspects who confessed to 
the original examiners and deceptive results 
produced by suspects who were scored as de-
ceptive by the original examiners but did not 
confess. The analyses indicated a difference 
of approximately 20% between the magnitude 
of negative scores assigned to confirmed and 
unconfirmed deceptive results. However, the 
mean scores for unconfirmed deceptive results 
were 63% higher than the minimum score re-
quired for a conclusive deceptive decision. 
Therefore, it appears that the success or fail-
ure in eliciting a confession was unrelated to 
the strength of the physiological reactions to 
relevant questions. These results provide little 
support for Iacono’s argument concerning the 
lack of validity of confession-based field poly-
graph studies.

Generalizability of Laboratory Results

Two types of analyses were conduct-
ed to assess the extent to which the results of 
laboratory experiments can be used to make 
inferences about the accuracy and processes 
that underly control question polygraph ex-
aminations of criminal suspects.

The first compared profiles of physio-
logical responses of confirmed truthful and 
deceptive laboratory subjects and criminal 
suspects. The results indicated that although 
there was a small but significant difference in 
the shape of the profiles of deceptive laboratory 
and field subjects, the size of the effect was 
very small in comparison to the differences be-
tween the physiological responses to control 
and relevant questions produced by truthful 
and deceptive laboratory and field subjects. 
Since the latter is the basis for rendering de-
cisions in the field as well in realistic simula-
tions of the field situation (Kircher, Horowitz, 
& Raskin, 1987), the findings lend support to 
the generalizability of the results of such labo-

ratory studies to applications of polygraph ex-
aminations in criminal investigation.

The second type of analysis used a 
double cross-validation procedure to deter-
mine  the accuracy of computer classifications 
of criminal suspects based on a discriminant 
function derived from laboratory data and 
the accuracy of computer classifications of            
laboratory subjects based on a discriminant 
function developed on criminal suspects. The 
results indicated that the accuracies of each 
model were similar when applied to laboratory 
and field data. However, the laboratory model 
produced an increase in false positive errors 
when applied to field suspects and the field 
model showed an increase in false negative  
errors when applied to laboratory subjects. 
The structural coefficients and univariate va-
lidity coefficients also were consistent with the 
principle of generalizability.

The suggestion of asymmetry in false 
positive and false negative errors produced 
by the laboratory and field models was fur-
ther assessed by a comparison of the means 
of the computer-generated indices of differen-
tial reactivity to control and relevant questions 
by laboratory subjects and criminal suspects. 
The differential reactivity indices for laboratory 
subjects were symmetrical around zero, but 
the means for the field suspects were shifted in 
the negative direction. These results reinforce 
an interpretation that compared to deceptive 
laboratory subjects, deceptive field suspects 
show stronger differential reactions to rel-
evant questions than to control questions; 
and compared to truthful laboratory subjects, 
truthful field suspects showed much weaker 
differential reactions to control than to rele-
vant questions. Although it appears that the 
underlying structure of physiological respons-
es in laboratory subjects is similar to that ob-
tained in polygraph examinations of criminal 
suspects, the obtained differences suggest us-
ing somewhat different numerical cutoffs for 
decision-making in the two situations.

Implications of the Results for Investigative 
Applications

Three major conclusions for appli-
cations and procedures for control question 
polygraph examinations of criminal suspects 
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are suggested by the results of this study. 
They concern the accuracy of such tests, the 
optimal composition of relevant questions to 
be used in such tests, and the optimal meth-
ods for interpreting the outcomes of such 
tests. The overall pattern of results indicates 
that properly conducted and interpreted exam-
inations have a high degree of accuracy and 
can be of considerable benefit in evaluations of 
the credibility of criminal suspects. However, 
certain changes in current practices should be 
considered.

The results suggest that blind nu-
merical scoring procedures using cutoffs that 
are symmetrical around zero may be biased 
against truthful criminal suspects. Although 
the scores assigned by the original examiners 
did not show this effect, the blind interpret-
ers made relatively more errors on confirmed 
truthful responses. Apparently, the original 
examiners used other information to compen-
sate for the inherent bias of the test against 
truthful suspects.

Even though the six U. S. Secret Service 
blind interpreters scored the charts using the 
federal system that compares the reactions to 
relevant questions to the control questions 
that evoke stronger physiological respons-
es (Weaver, 1980, 1985), they still made more 
false  positive errors than did the original 
examiners and  the  computer model. Thus, 
it appears that blind numerical interpretation 
would be more accurate if stronger negative 
scores were required for deceptive decisions 
and somewhat weaker positive scores were  
required for truthful decisions. The present 
data seem to suggest cutoffs of -3 and +2 for 
individual questions and -7 and +4 for over-
all decisions. However, additional analyses are 
required in order to establish definitive cutoffs 
for decisions based on blind numerical evalu-
ations.

A related problem is raised by the find-
ing of higher false positive rates for questions 
answered truthfully by suspects who were also 
deceptive to at least one relevant question in 
the same test. It appears that answering de-
ceptively to at least one relevant question in 
the test tends to weaken the reactions to the 
control questions, thereby making it difficult 
for them to produce reactions that are larger 
than those to relevant questions that are an-

swered truthfully.

Therefore, field polygraph examiners 
should attempt to devise sets of relevant ques-
tions that the suspect can be expected to an-
swer all truthfully or all deceptively. The case 
information and the importance of each rele-
vant question should be carefully considered 
in formulating the set of relevant questions to 
be asked, and separate question series should 
be used whenever it seems likely that the sus-
pect might answer some of the relevant 
questions truthfully and some of them decep-
tively.

Finally, the results of this research 
clearly support the utility of computer models 
for the analysis and interpretation of poly-
graph test outcomes. The results obtained 
with computer models derived from the data 
on criminal suspects demonstrated higher ac-
curacy than blind numerical interpretations. 
Computer evaluations have the additional vir-
tues of being objective and providing a rapid 
and readily available form of quality control for 
field examiners. Computer analyses would be 
especially useful when performing examina-
tions in important cases and another exam-
iner is not available for independent interpre-
tation when decisions must be made on the 
spot. In most cases, decisions must be made 
in order to determine if the suspect is to be ex-
cused, interrogated, or administered addition-
al examinations. Under such circumstances, 
an independent computer analysis may be  in-
crease confidence in the decisions and guide 
the course of further testing.
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Abstract

To discriminate between truthful and deceptive individuals, the ocular-motor deception test 
(ODT) makes within-subject comparisons of recorded physiological and behavioral response time.  
In two mock crime experiments, we tested for effects of factors that might improve the efficiency and 
accuracy of the ODT.  In each experiment, half of the participants were guilty of stealing $20 from a 
secretary’s wallet and the other half were innocent.  Experiment 1 compared the accuracy of an ODT 
that directly asks if a person committed illicit acts with accuracy of an ODT that indirectly asks if the 
person provided false answers on a questionnaire about those illicit acts.  Experiment 2 manipulated 
item presentation, feedback during the practice ODT, and inter-question intervals. In one presenta-
tion format, items were sequenced such that no two items of the same type appeared in succession 
(distributed).  In the other condition, items of the same type were presented in succession (blocked).

In Experiment 1, accuracy of classifications as guilty or innocent by logistic regression were 
significantly higher for participants asked directly about their involvement in the crimes (83%) than 
for participants asked if they falsified their answers on the pre-test questionnaire (60%).  In Ex-
periment 2, 86% and 83% of participants in the distributed and blocked conditions were correctly 
classified, respectively.  Feedback during practice and differences in interval-event intervals had no 
discernible effects on ocular-motor measures.  The results suggest that the ODT should stimulate 
the individual emotionally with direct questions about illicit behaviors, and cognitively or attention-

ally with unpredictable transitions between question types.
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Introduction

Zuckerman, DePaulo, and Rosenthal 
(1981, 1986) proposed a four factor theory 
which posits that changes in deceivers’ be-
havior are the result of four physiological pro-
cesses: physiological arousal, emotional reac-
tions, cognitive effort, and attempted control.  
Cook et al. (2012) introduced an automated 
deception detection technique called the ocu-
lar-motor deception test (ODT) that derives an 
index of deception from measures of physio-
logical and emotional arousal, cognitive effort, 
and attempted control.  The ODT is completely 
automated, and can be administered in ap-
proximately 40 minutes without the need for 
an adversarial interview process.  A computer 
presents voice-synthesized and written in-
structions, after which examinees will read a 
series of true/false test statements concerning 
possible involvement in illicit activities.  The 
instructions inform examinees that if they do 
not answer quickly and accurately, they will 
fail the test.  The examinee then reads state-
ments presented serially by the computer 
while a remote eye tracker records eye move-
ments and changes in pupil size.  The exam-
inee presses a key on the keyboard to answer 
true or false.  The computer processes the 
ocular-motor and behavioral data (response 
time and errors), combines its measurements 
in a logistic regression equation, and classifies 
the individual as truthful or deceptive on the 
test.  

The ODT uses a test format known as 
the Relevant Comparison Test (RCT).  The RCT 
originally was developed as a new polygraph 
technique for use at ports of entry to screen 
travelers for trafficking of drugs and trans-
porting explosives (Kircher et al., 2012).  The 
RCT contains questions about two relevant 
issues (R1 and R2) that are intermixed with 
neutral questions.  The test uses the differ-
ence between reactions to the two sets of rel-
evant questions to decide whether the examin-
ee was truthful or deceptive to one or the other 
relevant issue.  Each relevant issue serves as 
a control for the other.  If the examinee reacts 
more strongly to one set of relevant questions, 
the computer classifies the individual as de-
ceptive to that issue.  In both Experiments 1 
and 2, the deceptive issue involved questions 
about cash.  If the examinee responds simi-
larly to the two sets of relevant questions, the 

computer classifies the person as truthful to 
both issues.  The irrelevant crime questions 
were about taking an exam from a professor, 
which was a crime that no one committed.  
The original RCT covered two relevant issues 
that were mutually exclusive, such that if the 
person was deceptive to one issue (transport-
ing drugs), he or she would be truthful to the 
other (intention to detonate a bomb on an air-
craft).   The RCT also might compare two rele-
vant issues, where the consequences of failure 
on one issue, such as espionage, are consider-
ably greater than the consequences of failure 
to the other issue (e.g., recent drug use).

The ODT is based on the assumption 
that deception is cognitively more demanding 
than telling the truth (Johnson, Barnhardt, & 
Zhu, 2005; Kircher, 1981; Steller, 1989; Vrij, 
Fisher, Mann, & Leal, 2006).  While taking a 
test for deception, truthful people interpret the 
questions and then give the appropriate an-
swers. In addition to these tasks, deceptive in-
dividuals also must distinguish between ques-
tions answered truthfully and deceptively.  
When they encounter an incriminating state-
ment, they must differentially inhibit the pre-
potent truthful answer to execute a deceptive 
one.  Deceptive individuals also may attempt 
to monitor their behavior and the environment 
during the test to assure themselves that they 
are not revealing their guilt, for example, by 
answering too slowly or making too many mis-
takes.  The recruitment of resources to accom-
plish the additional cognitive and meta-cogni-
tive activities could contribute to the observed 
effects on autonomic, somatic, and behavioral 
measures (Hacker et al., 2014; Kahneman, 
1973).  

The ODT also assumes that decep-
tion is associated with emotional arousal. 
In a personnel screening setting, examinees 
may believe that they will be subject to ad-
verse decisions or undesirable administrative 
action not be hired if they fail the deception 
test.  In these contexts, questions answered 
deceptively might pose threats to the individ-
ual and evoke defensive psychophysiological 
responses. This possibility is consistent with 
findings that large increases in pupil size are 
associated with deception during polygraph 
tests (Bradley & Janisse, 1979; Dionisio et al., 
2001; Janisse & Bradley, 1980; Webb et al., 
2009).
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In the psychology of reading literature, 
frequent fixations, short inter saccade distanc-
es, and long reading times are indications that 
participants had difficulty processing those 
items (Rayner, 1998; Rayner, Chace, Slattery, 
& Ashby, 2006).  If deception is more difficult 
than being truthful, then deception should af-
fect reading patterns.  In the Cook et al. ex-
periments, effects were found on reading mea-
sures, but they were not the effects that were 
expected.  Within-subject contrasts revealed 
that deception to questions about one rele-
vant issue (R1) was associated with fewer fixa-
tions and shorter reading and rereading times 
than being truthful to the questions about the 
other relevant issue (R2).  We concluded that 
guilty participants, to avoid detection, made 
a concerted effort to spend as little time on 
the incriminating R1 items as possible.  Guilty 
participants achieved their objective, but in so 
doing, revealed their deception. This finding 
is consistent with other evidence that partic-
ipants can exert some conscious control over 
their reading behaviors to implement specific 
reading strategies (Hyona & Nurminen, 2006). 
We obtained this finding in the two experi-
ments reported by Cook et al., and in a subse-
quent study by Patnaik et al. (2016).  

Experiment 1

In prior studies on the ODT, the test 
statements directly addressed the partici-
pant’s possible involvement in each of two 
crimes (Cook et al., 2012; Patnaik et al., 2016).  
However, an ODT that asks directly about the 
person’s involvement in a specific incident has 
limited generalizability.  A more general ap-
proach would be to administer a short pre-test 
questionnaire that covers the relevant issues 
of concern, and then conduct a generic ODT 
that asks if the participant falsified informa-
tion on the questionnaire.  All of the items on 
the ODT would remain the same regardless of 
the particular application; only the pre-test 
questionnaire would change from one applica-
tion to another. 

In addition to answering a practical 
question about the possibility of developing 
a single general-purpose ODT, Experiment 1 
also addressed a theoretical question. Since 
stronger emotions are more likely associated 
with the commission of a crime than the fal-

sification of an answer on a pre-test question-
naire, we predicted that guilty participants 
would react more strongly to statements about 
the crime than to statements about their an-
swers on a pre-test questionnaire.

Method

Design

 Participants were randomly assigned 
to one of six groups: guilt with two levels 
(guilty or innocent) and protocol with three 
levels (1. indirect ODT statements with pre-
ODT questionnaire, 2. direct ODT statements 
with pre-ODT questionnaire, or 3. direct ODT 
statements with no pre-ODT questionnaire).  
To test whether the pretest affected the 
accuracy of the ODT independently of the 
questions included on the ODT itself, the pre-
ODT questionnaire was administered to half of 
the participants who received direct items.  

The design also included two within-
subject factors: statement type (neutral, cash, 
and exam) and repetition (5 repetitions of the 
ODT test items).  In some analyses of pupil 
diameter, time with 40 levels (10 Hz samples 
x 4 seconds) also was included as a within-
subjects variable.

Participants

One hundred nine participants were 
recruited via flyers on campus from an urban 
university in the western United States.  The 
flyers offered $30 in pay and an opportunity 
to earn an additional $30 bonus.  Of these 
109 participants, five chose not to participate 
after learning their experimental condition, 
six did not follow instructions, and two pro-
duced inadequate recordings.  The remaining 
96 participants ranged in age from 18 to 68 
years (M=23.79, SD=8.88), were predominant-
ly Caucasian (67%), single (80%), full time 
students at the university (83%) with English 
as their primary language (87%).  Forty-eight 
participants received indirect statements with 
a pre-ODT questionnaire, 24 received direct 
statements with a pre-ODT questionnaire, and 
24 received direct statements with no pre-ODT 
questionnaire.
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Apparatus

A ViewPoint EyeFrame Monocular 
Nystagmus System eye tracker (Arrington Re-
search, Scottsdale, AZ) was used to record eye 
movements and pupil diameter at 30Hz.  The 
eye tracker was affixed to a pair of lens-less 
plastic goggles.  Viewing was binocular, but 
eye movement and pupil diameter were re-
corded from only the right eye.  A computer 
presented instructions and test items to the 
participant on a 19-inch Dell flat screen LCD 
monitor with a 5:4 aspect ratio.  The monitor 
was positioned approximately 60 cm from the 
participant’s eyes.

Ocular-motor Deception Test

Test items were presented to the partic-
ipant in black font on a pale gray background.  
Participants answered 15 practice items fol-
lowed by 48 test items, and these same 48 
items were presented five times in different 
orders.  Sixteen items pertained to the theft of 
the $20 (direct- “I had nothing to do with the 
theft of the $20”; indirect- “I answered truth-
fully that I was uninvolved in the theft of the 
$20”), 16 pertained to the theft of the exam 
(direct- “I took nothing from the professor’s of-
fice”; indirect- “I correctly reported that I took 
nothing from the professor’s office”), and 16 
were neutral items (“I was born prior to the 
year 2000”).  The items were randomized sub-
ject to the constraint that no two items from 
the same category appeared in succession.  
The correct (non-incriminating) answer was 
true for 8 of 16 items in a category and false 
for the remaining 8 items in the category.  

Procedures

Participants reported alone to a room 
in a building on campus.  Instructions in an 
envelope taped to the door instructed the par-
ticipant to enter the room, read and sign the 
consent form, and then listen to an audio re-
cording for their instructions.  A hard copy of 
the recorded instructions was included as well.  
A phone number was provided for participants 
to call if they did not wish to participate.

Half of the participants were in the 
guilty condition.  Guilty participants were in-
structed to go to a secretary’s office and ask 
the secretary where Dr. Mitchell’s office was 

located.  The secretary (a confederate) in-
formed the participant that there was no Dr. 
Mitchell in the building, and the participant 
left.  The participant was told to wait incon-
spicuously for the secretary to leave her office 
unattended, then enter her office, find her 
purse, remove $20 from a wallet in the purse, 
and conceal the money on their person.  Par-
ticipants were told to prepare an alibi in case 
they were caught and to leave no fingerprints.  
They were informed that they had no more 
than 20 min to commit the crime and report to 
the experimenter (Podlesny & Raskin, 1978). 
and report to the experimenter (Podlesny & 
Raskin, 1978).

Half of the participants were in the in-
nocent condition.  They were told that some 
participants had to steal an exam or money, 
but that they were innocent participants and 
should not steal anything.  Innocent partici-
pants were instructed to wait approximately 
20 min before reporting to the experimenter.  

All participants also were informed 
that there was another crime in which some 
participants had to download an exam from a 
professor’s computer onto a disk.  In actuality, 
no one committed that crime.

Participants reported to the experi-
menter after committing their crime or after 
the 20 min waiting period.  Participants as-
signed to a pre-ODT questionnaire condition 
completed the two-question questionnaire that 
asked (1) if they took the exam, and (2) if they 
took the money.  Guilty participants were in-
structed to lie on this questionnaire to appear 
truthful (as if they did not take the money).  
The participants were fitted with the Arrington 
eye tracker, calibrated to the eye tracker, and 
administered the ODT.    

After completing the tasks, partici-
pants were paid $30 and were given an addi-
tional $30 bonus if the computer determined 
they had passed the test.  

Dependent Measures

Behavioral Outcome Measures.  Re-
sponse time (RT) was the time in ms from the 
appearance of the item on the screen to a but-
ton press by the participant.  To control for 
differences in item length, RT was divided by 
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the number of characters in the statement.

Proportion wrong for a particular state-
ment type (neutral, cash, exam) was the num-
ber of incorrect responses divided by the num-
ber of items (16 X 5= 80).

Ocular-Motor Outcome Measures.  An 
area of interest (AOI) was defined for each T/F 
test item. The AOI began with the first charac-
ter of the item and ended at the period at the 
end of the statement.  Ocular-motor reading 
measures were computed for the fixations in 
each AOI divided by the number of characters 
in the statement.  Fixations were determined 
from the data files produced by the Arrington 
eye tracker by identifying a sequence of sam-
ples in which the eye shows little movement 
for at least 100 ms (ASL, 2001).  Fixations lon-
ger than 1000 ms were considered artifacts 
and were discarded (Rayner, 1998).

Number of fixations was the number of 
fixations detected in an AOI.

First pass duration was the sum of all 
fixation durations in an AOI before the eye fix-
ated outside the AOI.

Reread duration was the sum of fixa-
tion durations associated with all leftward eye 
movements in the AOI, regardless of whether 
the eye ever fixated outside the AOI.  

PD response curve was the change in 
pupil diameter in mm from statement onset 
for a period of 4 seconds.  

Area under the pupil response curve 
(PD Area) was obtained by identifying the 
times and levels of high and low points in 
the response curve for a 4-second window 
that began at statement onset.  The comput-
er generated a diagonal matrix of differences 
between each low point and every subsequent 
high point.  Peak amplitude was the greatest 
obtained difference, and response onset was 
defined as the low point from which peak am-
plitude was measured.  PD Area was the area 
under the curve from response onset to the 
point at which the response returned to the 
initial level or to the end of the 4-second sam-
pling interval, whichever occurred first.

The 30 Hz PD data samples from the be-

ginning of a block of 48 test items to the end of 
that block of items were converted to z-scores 
(standardized) within participants.  PDLevel at 
T/F response was the mean of z-scores within 
+/-1 second of the participant’s true or false 
answer.

Blink rate was the number of blinks 
per second.  Item blink rate was computed for 
each item for 1.5 s immediately preceding the 
answer.  Blink rate also was computed for a 
period of 1.5 s that began at the participant’s 
answer (next item blink rate). 

Results

Significance tests involving within-
subject factors used Huynh-Feldt corrections 
to degrees of freedom.  An alpha level of .05 
was applied for all statistical tests.  

Preliminary Test for Effects of the Pretest 
Questionnaire

For half of the participants, the relevant 
issue on the ODT was whether the participant 
had committed the mock crime (direct).  For 
the remaining participants, the relevant issue 
was whether the participant had falsified an-
swers on the pre-ODT questionnaire (indirect).  
The primary goal of the experiment was to de-
termine if the type of relevant issue affected 
the accuracy of the ODT.  Prior to testing for 
effects of relevant issue, we compared groups 
that received direct statements on the ODT 
and either did or did not complete the pre-ODT 
questionnaire. As expected, completion of the 
pre-ODT questionnaire did not interact with 
guilt for any of the outcome measures (all p 
> .05).  Therefore, the questionnaire/no ques-
tionnaire groups that received direct questions 
were combined, and the presence or absence 
of pre-ODT questionnaires was dropped as a 
factor.  Pooling groups balanced the cell sizes 
for subsequent comparisons of direct and in-
direct question types.  

Repeated measures analysis of vari-
ance (RMANOVA) was used to analyze each 
dependent variable.  Only main effects of guilt 
and interactions with guilt are discussed here.

Pupil Diameter.  PD was assessed by 
computing change from the baseline of state-
ment onset.  The first data point was sub-
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tracted from every subsequent data point in 
the response curve.  A positive value indicated 
PD increased relative to the initial value, and a 
negative value indicated PD decreased relative 
to the initial value. 

 PD response curves are presented in 
Figures 1a and 1b for innocent and guilty 
participants.  Innocent participants showed 
little difference between responses to cash 
and exam statements (Figure 1a), whereas 
guilty participants reacted more strongly to 
statements about the theft of the $20 (Figure 
1b).  However, neither innocent nor guilty 
participants who received indirect statements 
reacted differentially to cash and exam items.  
The Guilt X Statement type interaction was 
significant, F(1.95,179.62) = 11.12, p<.05, 
partial ƞ2 =.108.  The effect of the Guilt X 
Statement type X Relevant issue interaction 
also was significant, F(1.95,179.62)= 3.25, 
p<.05, partial ƞ2= .034.  The Guilt x Statement 
type interaction was significant for those who 
received direct statements, F(2,92)= 14.45, 

p<.01, partial ƞ2= .239, but not for those who 
received indirect statements, F(1.93,88.98)= 
2.73, p < .08.

Predictive Validity of Ocular-motor 
Measures

 Between-statement type contrasts 
were generated to assess the extent to which 
the ocular-motor measures could be used to 
distinguish between the groups.  CashExam 
was the difference between the person mean 
for cash items and the person mean for exam 
items, which controlled for the perceived 
relevance of test items.  The contrast was 
derived for each behavioral and ocular-motor 
variable (Table 1).

 To assess the diagnostic validity of 
an outcome measure, it was correlated with 
a dichotomous variable that distinguished 
between innocent (coded 0) and guilty 
participants (coded 1).

To assess the diagnostic validity of an 

Figure 1a. Pupil response to neutral, cash, and exam items for innocent participants.
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Figure 1b. Pupil response to neutral, cash, and exam items for innocent participants.

outcome measure, it was correlated with a 
dichotomous variable that distinguished be-

tween innocent (coded 0) and guilty partici-
pants (coded 1). 

Table 1. Point-Biserial Correlations for Direct and Indirect Relevant Issues

Outcome Measure Relevant Issue
Direct Indirect

RTCashExam -.311* -.281
PropWrongCashExam -.311* -.281
NfixCashExam -.402** -.212
FirstPassCashExam -.160 -.115
RereadCashExam -.364* -.177
PDAreaCashExama .684**  .268
PDLevelCashExama .649**  .144
ItemBlinkRateCashExam .000  .011
NextItemBlinkRateCashExam  .223 -.279

*p < .05, **p <.01. a significant difference between the two correlation coefficients. 

Note. RT = response time per character, PropWrong = proportion wrong, NFix = number of fixations per 
character, FirstPass = time spend reading per character, Reread = time spent rereading per character, PDArea 
= pupil diameter area under the curve, ItemBlinkRate= number of blinks per second on each item type, 
NextItemBlinkRate = number of blinks per second on the item following each item type.
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The negative point-biserial correlations 
for RT, proportion wrong, and number of fix-
ations between the relevant crimes indicate 
that guilty participants took less time to re-
spond, made fewer mistakes, and made fewer 
fixations on cash items than exam items.  The 
negative correlation for the reread Cash ver-
sus Exam contrast indicates that guilty par-
ticipants did less rereading of cash items than 
exam items.  The correlations for the Cash 
versus Exam contrasts were positive for PD 
area and PD level, which indicate that guilty 
participants showed greater increases in pupil 
size in response to relevant items than did in-
nocent participants (Table 1).

Previously, ocular-motor data from 
participants who participated in ODT mock 
crime experiments in the U.S and Mexico were 
used to develop a binary logistic regression 
model to classify participants as truthful or 
deceptive (Patnaik et al., 2016) .  That mod-
el included between-question-type differences 
in RT and PDLevel.  In the present study, the 
Patnaik et al. model correctly classified 83% of 
direct participants (false positive= 17%; false 
negative= 17%) and 60% of indirect partici-
pants (false positive = 21%; false negative = 
58%).  Indirect questions produced over three 
times as many false negatives as did direct 
questions.  The difference in accuracy between 
direct (83%) and indirect methods (60%) was 
significant, Yates’ X2(1) = 5.15, p<.05.

Discussion

The accuracy of an ODT that asks di-
rectly if the person committed illicit acts was 
greater than the accuracy of an ODT that in-
directly asks if the person provided false infor-
mation about those illicit acts on a pre-ODT 
questionnaire.  The differences between cash 
and exam items were more diagnostic for par-
ticipants asked about their involvement in the 
crime than for participants asked about their 
answers on a questionnaire.  The results ob-
tained with direct items were not only stronger 
than those obtained with indirect items but 
also more consistent with the rationale that 
underlies the RCT.  Theoretically, the differ-
ence between crime-related items should be 
more diagnostic than the difference between 
crime-related and neutral items.

Why would indirect items be less ef-
fective than direct statements?   A participant 
who lied on the questionnaire wrote “No” to 
one question on a form.  Guilty participants 
may have been focused on denying culpabil-
ity about the crime rather than their answer 
on the questionnaire.  Writing “No” on the 
questionnaire was only the last of a series 
of illicit behaviors, and it may have been the 
least emotionally arousing because it posed 
relatively little risk of discovery.  When asked 
about their answers on the questionnaire 
during the ODT, guilty participants may have 
been relieved that they were not asked if they 
had committed the crime.

The direct statements evoke an episod-
ic memory of stealing with all of the attendant 
detail and possible emotion of the actual expe-
rience, which could account for the observed 
differences between the groups that received 
direct and indirect statements.  The recall of 
that episodic memory makes the denial of the 
truth more difficult and increases cognitive 
load.  Responding to the indirect statement is 
less likely to evoke a detailed and complex ep-
isodic memory, since all they did was mark a 
question wrong on the questionnaire.

Differences in the semantic complexi-
ty of items on the two forms of the ODT also 
might account for the effects on diagnostic va-
lidity.  The relevant issue for a direct state-
ment referred to the commission of a partic-
ular crime (an action).  The relevant issue for 
an indirect statement referred to falsifying 
information on a questionnaire (one action) 
concerning the crime (another action).  To an-
swer an indirect statement correctly, the par-
ticipant had to retain information concerning 
their possible involvement in the crime and 
how they responded on the questionnaire.  
Guilty participants had the added burden of 
distinguishing between items answered truth-
fully and items answered deceptively.  If there 
was a ceiling effect for guilty participants, the 
additional burden of item complexity might 
raise the load on innocent participants and 
reduce the difference between guilty and in-
nocent participants.  This possibility is con-
sistent with the finding that item difficulty 
adversely influenced the diagnostic validity of 
reading measures in an experiment reported 
by Cook et al. (2012).
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There may be greater social stigma as-
sociated with lying about committing a theft 
than lying on a questionnaire.  Five partici-
pants withdrew from the study upon learning 
they had to steal $20 from a secretary’s wal-
let, and six participants chose not to steal the 
money but showed up for the ODT anyway.  
No one refused to lie on the questionnaire.  
Although social stigma could account for the 
difference in withdrawal rates, a selection ar-
tifact also could account the difference since 
only participants who had already agreed to 
commit the crime had the option to lie on the 
questionnaire (Shadish, Cook, & Campbell, 
2002).

Finally, these findings may have gener-
alizable implications in credibility assessment 
testing using traditional polygraph instru-
mentation and test formats.  Some polygraph 
examiners use written statements about a 
crime as the focus of the polygraph test.  On 
the polygraph test, examinees are not asked 
directly if they committed some illicit act; rath-
er, they are asked if they falsified their state-
ment about the illicit act.  To our knowledge, 
this is the first research that has addressed 
this issue in any credibility assessment ven-
ue.  Although polygraph instrumentation and 
techniques differ from the ODT, the present 
findings have implications for polygraph test-
ing to the extent that the same physiological 
arousal, emotional reactions, cognitive effort, 
and attempted control underlie the ODT and 
traditional polygraph approaches.

Experiment 2

The results of Experiment 1 suggest 
that emotional arousal plays a role in facili-
tating discrimination between truthful and de-
ceptive individuals.  Participants asked about 
their involvement in a mock crime were more 
readily identified as truthful or deceptive than 
participants asked if they had falsified answers 
on a pre-test questionnaire about the crimes.  
In Experiment 2, we changed the format of the 
ODT in an attempt to capitalize on effects of 
emotion on ocular-motor measures by com-
paring blocked and distributed presentations 
of questions concerning the same issue. 

The rapid presentation (Experiment 1 
inter-event interval was 500 ms) of test items 

that vary in content may interfere with the de-
velopment of large pupil responses when the 
person is deceptive.  In the blocked design, 
all activity that takes place during a series of 
question of the same type could contribute 
to a single protracted physiological reaction, 
whereas the distributed condition may inter-
rupt the development of a sustained response 
because each item is followed by another item 
of a different type.  One benefit of a blocked 
design is that phasic reactions to individual 
questions may be investigated as well as more 
global activity in the blocked set (Visscher et 
al., 2003).  

Changes in item content for every test 
item also may counteract attempts by decep-
tive people to implement reading strategies to 
defeat the test, and use of strategies may be 
diagnostic (Hacker et al., 2014).  On the other 
hand, if blocks rather than individual state-
ments serve as the unit of analysis, the num-
ber of ‘items’ on the ODT would be reduced 
and that could adversely affect the reliability 
and validity of pupil measures.  Experiment 
2 tested if the potential benefits of blocking 
outweigh the cost of reducing the number of 
items.

Experiment 2 also manipulated the 
feedback the computer provided to partici-
pants following a set of practice items.  Al-
though feedback might encourage participants 
to minimize response errors on the ODT (Ad-
ams & Goetz, 1973), the error rates in student 
samples already are less than 10%.  Feedback 
might not reduce participants’ response errors, 
but it could result in anchoring.  Anchoring is 
the tendency to use initial information to es-
tablish a standard against which subsequent 
performance is evaluated.  Response time and 
accuracy feedback during a practice session 
should serve to establish high expectations 
about subsequent performance on the ODT.  
If anchoring causes participants, especially 
innocent participants, to respond quickly and 
consistently, it might reduce variance within 
and between participants, increase the signal 
to noise ratio, and improve decision accuracy. 

Webb et al. (2009) found that pupil re-
sponses during a polygraph examination can 
last 10 or 12 seconds.  During an ODT, a com-
puter presents the next test statement 500 ms 
following the participant’s answer.  In light of 
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the Webb et al. results, there is a possibility 
that the rapid onset of an item soon after the 
person answers the prior item interrupts a 
psychophysiological process that attenuates 
the participant’s reactions to test statements.  
The current brief inter-event interval may not 
allow sufficient time for the pupil response to 
reach its maximum and recover.  The present 
study assessed the effects on pupil reactions 
of longer inter-event intervals.

A longer inter-event interval, during 
which the participant recovers from the prior 
event and prepares for the next, also might fa-
cilitate efforts to develop a diagnostic measure 
of eye blink rate.  Prior research indicates that 
deception is associated with fewer eye blinks 
followed by an increase in blink rate when 
the deception is complete (Leal & Vrij, 2008; 
Marchak, 2013).  Cook et al. (2012) observed 
a similar pattern for the ODT, but the effect 
sizes were small compared to those reported 
by Leal and Vrij (2008).  Lengthening the in-
ter-event interval might improve the reliability 
and usefulness of post-answer blink rates.

In contrast to prior mock crime stud-
ies of the ODT, for Experiment 2, we recruited 
participants from the general community rath-
er than the university.  A community sample 
may be more heterogeneous with respect to 
age, intelligence, and educational background 
and may better represent a more general tar-
get population than a sample that consists of 
only college students.

To summarize, in Experiment 2, we 
manipulated presentation format (distributed 
versus blocked), feedback following a pre-ODT 
practice session, and the interval between the 
examinee’s answer and the presentation of the 
next test statement, and we recruited partici-
pants from the general community.  

Methods

Design and Analysis

We used a mixed design with three be-
tween-group factors and three within-subject 
factors.  The between-group factors were guilt 
with two levels (guilty or innocent), presenta-
tion format (distributed or blocked), and feed-
back (practice with or without performance 

feedback).  The within-subject factors were 
statement type (neutral, cash, credit card), 
inter-event interval (500 ms, 1500 ms, and 
3000 ms), and repetition (2 repetitions of the 
items at each of the three inter-event inter-
vals). Twenty participants were randomly as-
signed to each treatment combination of guilt, 
presentation format, and feedback (N=160). 
Power analysis indicated that a sample of 160 
participants was sufficient to detect medium 
effects on outcome measures with a probabil-
ity of at least .80.  

Participants

Recruitment ads were posted on KSL 
(Salt Lake City, Utah), Craigslist, and City 
Weekly online and print that advertised an 
opportunity to earn $30 and a possible bo-
nus of $30 for participation in a psychologi-
cal experiment.  Two hundred and eighty-five 
people were given appointments, and 178 
arrived to participate in the study.  Of these 
178 people, five chose not to participate after 
learning their experimental condition, three 
did not follow instructions, and 10 had inad-
equate data.  The mean age of the remaining 
160 participants was 33.6 years (SD= 12.99).  
Males comprised 53% of the sample, and 78% 
self-identified as Caucasian. Education levels 
ranged from some high school to graduate de-
gree with some college as the median level of 
education.

Apparatus

A SensoMotoric Instruments (SMI) 
RED-m remote eye tracker affixed to a 19-
inch 5:4 Dell flat screen monitor recorded 
eye movements and pupil diameter at 60 Hz.  
Viewing was binocular, and although the eye 
tracker allowed for free head movement, a 
chin rest was used to keep the participant’s 
head still.  The computer monitor was 65 cen-
timeters from the participant’s eyes.  A floor 
lamp provided 5.57 lumens of light reflected 
off the ceiling measured at eye level facing the 
computer monitor.  

Presentation Format

For the blocked presentation format, 
the computer presented four items of the same 
type in succession.  In addition to analyses of 
individual items, the four statements in a block 
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were treated as a single unit.  As a result, for 
PD Area, PD Level, and blink rates, the on-
set of the first item of the block was identified 
as block onset, and PD Area, PD Level, and 
Blink rate were analyzed from 0 to 12s follow-
ing block onset.

In the blocked condition, four items of 
the same type (e.g., neutral) were presented 
in succession, followed by four items of a dif-
ferent type (e.g., cash).  Before each blocked 
set of four items, a text message appeared for 
3500 ms and informed the participants of the 
issue covered in the next set of items.  For 
each participant, this process was repeated 
four times for each statement type in each of 
six sessions (two sessions at each of three in-
ter-event intervals).  In the distributed condi-
tion, items were distributed randomly with the 
stipulation that no two items of the same type 
appeared in succession.  

Practice and Feedback

Before the ODT, participants in the 
no-feedback condition answered 12 practice 
items twice in different orders.  Participants 
in the feedback condition answered 12 prac-
tice statements twice in different orders and 
were given feedback about their accuracy and 
response times after each repetition.  If the 
participant took longer than five seconds to 
answer True or False to a statement, a “Time 
Out!” screen would appear, and the question 
was counted as an incorrect answer.  The prac-
tice items included statements about crimes 
that were unrelated to the issues covered on 
the ODT.

Ocular-motor Deception Test (ODT)

The ODT consisted of 48 test state-
ments that were similar to those in the direct 
condition in Experiment 1, and these same 48 
statements were presented six times using ei-
ther the distributed or blocked presentation 
format.  The statements were presented in the 
same manner as in Experiment 1, and partici-
pants used handheld push buttons to answer 
True or False.  

Procedures

The procedures were the same as Ex-
periment 1 with the following exceptions.  Par-

ticipants were recruited from the community 
and called in response to ads placed in the 
community.  Participants did not complete 
a pre-ODT questionnaire.  All participants 
were informed that there was another crime 
in which some participants had to download 
credit card information from a professor’s 
computer onto a USB flash drive, but in actu-
ality, no one committed that crime.  The com-
parison crime was changed from questions 
about stealing an exam in Experiment 1 to 
stealing credit card information in Experiment 
2.  Before participants were informed of the 
decision, they completed a questionnaire to 
assess their subjective experiences during the 
experiment.  Finally, except for the additional 
block-level measures of change in pupil size 
and blink rates, all of the ocular-motor mea-
sures in Experiment 2 were the same as those 
in Experiment 1.

Results

Presentation Format

Of interest were Guilt X Statement 
type X Presentation format interactions.  For 
reread duration, the Guilt X Statement type X 
Presentation format was significant, F(2, 252) 
= 3.62, p<.05, partial ƞ2 = .028.  Presentation 
format had little effect on guilty participants.  
In contrast, innocent participants spent more 
time rereading cash and card items than neu-
tral items in the blocked condition as com-
pared to the distributed condition.  

For PD waveform, the Guilt X State-
ment type X Presentation Format interac-
tion was significant, F(2, 256) = 4.06, p<.05, 
partial ƞ2 = .031 and is illustrated in Figures 
2a, 2b, 2c, and 2d.  The RCT predicted that 
guilty participants would react more strongly 
to statements about the cash than the credit 
card.  The expected difference was observed in 
the distributed condition but not the blocked 
condition. 

For area under the pupil response 
curve, the Guilt X Statement type X Presen-
tation format interaction was significant, F(2, 
288) = 5.64, p<.05, partial ƞ2 = .038.  Con-
sistent with the analysis of the evoked pupil 
response curve, the guilty distributed group 
showed stronger pupil responses to cash than 
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credit card statements, whereas guilty blocked 
participants showed little difference in their 
pupil responses to cash and credit card state-
ments.  

The Guilt X Statement type X Presen-
tation format interaction was significant for 
PD level, F(2, 256) = 5.15, p<.05, partial ƞ2 = 
.039.  As compared to innocent participants 
in the distributed condition, innocent partic-
ipants in the blocked condition reacted less 
strongly to neutral statements.  There was lit-
tle difference between guilty distributed and 
guilty blocked participants in their reactions 
to neutral, cash, and credit card statements. 

The Guilt X Statement type X Presen-
tation Format also was significant for item 
blink rate, F(2, 254) = 3.42, p<.05, partial ƞ2 
= .026.  As compared to guilty participants in 
the distributed condition, guilty participants 
in the blocked condition blinked less often 
while reading cash statements than neutral 

and card statements.  

Block as the Unit of Analysis

Figures 2c and 2d present the changes 
in pupil size over the 4 sec interval that began 
at the onset of the first of four statements of 
the same type.  The pupil dilated in response to 
cash and card item over the first four seconds 
by more than 0.10 mm and then slowly recov-
ered.  The pupil was more dilated while guilty 
participants read and responded to cash items 
than to credit card or neutral items, whereas 
the opposite pattern was observed for innocent 
participants.  The Guilt X Statement type X 
Time, F(14.49, 1129.91) = 1.44, p<.05, partial 
ƞ2 = .018,  and Guilt X Statement Type interac-
tions were significant, F(1.56, 121.80) = 6.35, 
p<.05, partial ƞ2 = .075.   The observed differ-
ences between guilty and innocent groups did 
not vary significantly by Presentation format 
(all p > .05).

Figure 2a. Pupil response to neutral, cash, and card items for distributed format for innocent 
participants.
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Figure 2c. Pupil response to neutral, cash, and card items for blocked format for innocent 
participants.

Figure 2b. Pupil response to neutral, cash, and card items for distributed format for guilty 
participants.
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Figure 2d. Pupil response to neutral, cash, and card items for blocked format for guilty 
participants.

Table 3.3 reports the reliability of ocu-
lar-motor measures (coefficient alpha) to de-
termine if reducing the number of items on 
the ODT adversely affected the reliability of 
outcome measures.  Reliability was measured 
across the six repetitions of the 48 ODT state-
ments.  As a result, the number of ‘items’ in 
the coefficient alpha was the number of rep-
etitions.  This approach was used for the dis-
tributed, blocked, and blocked unit formats.  
Mean reliability for ocular-motor measures 
varied little over distributed (M=.61), blocked 
(M= .54), and blocked unit (M= .56) formats. 
Mean reliability for ocular-motor measures 
varied little over distributed (M=.61), blocked 
(M= .54), and blocked unit (M= .56) formats.

Practice with or without Feedback

There were small Guilt X Feedback, 
F(1, 144) = 9.124, p<.05, partial n2 = .06, as 
well as for Guilt X Statement type X Feedback 
effects, F(2, 288) = 3.151, p<.05, partial n2 
= .021, on PD area.  Guilty participants had 
greater increases in pupil size in the feedback 
condition than in the no feedback condition.  

Presentation format did not moderate these 

effects (all p > .05).

Interval

The Guilt X Interval interaction was sig-

nificant for PD area, F(1, 144) = 5.145, p<.05, 

partial n2 = .021.  Although the absolute mag-

nitude of the pupil response increased as the 

length of the post-response interval increased, 

F(1, 126) for linear effect = 281.0, p<.01, the 

difference between innocent and guilty groups 

was greatest at the 500 ms interval.  These 

findings suggest that the 500 ms inter-event 

interval interrupts the development of the 

evoked pupil response, but there was no ev-

idence that the length of the interval affected 

the diagnostic usefulness of this or any other 

ocular-motor measure.
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Table 2. Means and SDs of Post-ODT Questionnaire for Innocent and Guilty Participants

Measures Based on Longer Inter-event 
Intervals

We conducted additional analyses to 
determine if new PD level and blink rate mea-
sures that capitalize on longer inter-event in-
tervals are more diagnostic of deception than 
the traditional measures.  A multivariate re-
peated measures ANOVA compared traditional 
measures for the two repetitions of test items 
presented with 500 ms inter-event intervals 
to the alternative methods for repetitions that 
used 1500 ms and 3000 ms inter-event inter-
vals but there were no significant interactions 
if the Guilt X Statement type X Method of mea-
surement interaction (all p>.05).

Post-ODT Questionnaire

A post-ODT questionnaire asked about 
the participant’s perceptions during the ODT.  
Two questions measured each of eight aspects 
of subjective experience (Appendix A).  The 
mean of responses to the two items was com-
puted for each participant and group means 
and standard deviations are reported in Table 
2.

As compared to innocent participants, 
guilty participants rated the experience as 
more realistic, were more concerned about 
the cash items, and were more worried about 
passing the ODT.  Presentation format cor-
related with Concentration, r(158) = .192, p 
< .05; participants reported that they were 
better able to concentrate during the blocked 
than the distributed format.  

Participants were asked to rate their 
anxiety levels while answering questions about 
the thefts.  As compared to innocent partici-
pants, guilty participants were more anxious 
when answering questions about the $20 than 
the credit card.  However, almost half of both 
innocent and guilty participants reported be-
ing equally anxious when answering questions 
about the two thefts.  The distribution of re-
sponses to this item differed for innocent and 
guilty participants, x2(3) = 23.02.

More than half of the participants in 
the no feedback and feedback conditions 
thought that it was just as important to be 
fast as it was to be accurate.  Further analy-
sis revealed that whether or not a participant 
received feedback did not correlate with their 
concern about speed or accuracy.  There was 
no relationship between answers to this ques-
tion and feedback condition, x2(3) = 1.54.

Discriminating Variables

Similar to Experiment 1, contrasts be-
tween statement types were correlated with a 
dichotomous variable that distinguished be-
tween guilty (coded 1) and innocent groups 
(coded 0).  In addition to the traditional meth-
od for extracting features from evoked pupil 
responses to individual items, in the case of 
blocked items, the change in pupil size across 
the entire block of four items was analyzed as 
a single evoked response.    

PDAreaCashCard and PDLevelCash-
Card contrasts for the distributed format had 
validity coefficients that exceeded .55 and 

Innocent mean (SD) Guilty mean (SD) Eta-Square
Motivation 8.3 (1.75) 7.84 (1.59) -
Concentration 6.16 (2.11) 5.94 (1.82) -
Was study realistic 6.60 (1.95) 7.30 (1.65) .036
Worry about speed 7.16 (2.22) 6.95 (2.00) -
Worry about accuracy 6.93 (1.81) 6.58 (1.69) -
Worry about cash items 4.94 (1.65) 5.89 (1.76) .073
Worry about card items 5.43 (1.81) 5.23 (1.70) -
Worry about passing ODT 5.15 (2.12) 5.88 (1.61) .036
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were significantly greater than those obtained 
from the blocked condition (Table 3).  The pu-
pil measures from the distributed format also 
tended to be more reliable (M = .61) than those 
from the blocked format (M = .54).  

The negative point-biserial correlations 
for RT, number of fixations, first pass dura-
tion, reread duration, and item blink rate be-
tween cash and card items indicate that guilty 
participants were faster to respond, made few-
er fixations, spent less time reading and re-
reading, and blinked fewer times on the cash 
items than card items.  The correlations for the 
Cash versus Card contrasts were positive for 
PD area and PD level.  As compared to inno-
cent participants, guilty participants showed 
greater increases in pupil size in response to 
cash than other items. 

For the distributed condition, the de-
cision model correctly classified 90% of the 
innocent participants and 78% of the guilty 
participants (M = 84%).  For the blocked con-
dition, the accuracy rates for innocent and 
guilty groups were 74% and 78%, respectively 
(M=76%).  Percent correct decisions was not 
significantly lower for the blocked condition 
than for the distributed condition, Yates’ x2(1)=  
1.145, p > .05.

Discussion

The present study evaluated the effects 
of guilt, blocking, practice with or without 

Table 3. Point-Biserial Correlations (validity) and Reliability of Outcome Measures for 
Distributed and Blocked Presentation Formats.

Distributed Blocked
Outcome Measure Validity Reliability Validity Reliability
RTCashCard -.497 .329 -.341 .491
PropWrongCashCard .093 .209 -.043 .113
NfixCashCard -.406 .627 -.335 .318
FirstPassCashCard -.253 .540 -.188 .167
RereadCashCard -.342 .397 -.170 .004
PDAreaCashCard* .586 .615 .274 .080
PDLevelCashCard  .585 .510  .604 .668
ItemBlinkRateCashCard -.388 .182 -.261 .130
NextItemBlinkRateCashCard -.088 .351 -.119 .040

feedback, and inter-event intervals on ocular-
motor and behavioral measures.

Presentation Format

Mean accuracy for a decision model de-
veloped in a prior study (Patnaik et al., 2016) 
was 84% for the distributed format and 76% for 
the blocked presentation.  That model includ-
ed response time and relative pupil diameter 
(PD level) for a 2-second interval surrounding 
the participant’s answer.  The decision model 
achieved good accuracy with distributed and 
blocked presentations of test items, but there 
were significant differences between distrib-
uted and blocked conditions on measures of 
reread duration, area under the evoked pupil 
response, PD level, and blinks per item. In all 
cases, the distributed format produced supe-
rior results.  The model performed similarly 
across formats because only two measures 
that showed the effects of presentation format 
were used to make decisions.  Examination of 
evoked pupil responses relative to statement 
onset revealed that changes in pupil size were 
diagnostic and consistent with prior research 
when statement types were distributed, but 
not when they were presented in blocks. 

Participants in the distributed condi-
tion reported that they were less able to con-
centrate when items were distributed than 
when they were blocked.  These findings sug-
gest that participants found it more difficult 
to read and respond to test items when the 
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items were distributed than when they were 
blocked.  The distributed format appears to be 
more cognitively demanding than the blocked 
format.

The magnitude of short-term, phasic 
increases in pupil size following the onset of 
test statements (PD area) might be an indi-
cation of cognitive effort, whereas pupil size 
measured the moment participants responded 
to the statement (PD level) might reflect the 
emotional impact of the stimulus. For decep-
tive individuals, the blocked format provided 
opportunities to anticipate the presentation 
of incriminating test items.  Although these 
items did not require additional cognitive re-
sources, they did produce large tonic effects 
on PD level.  The possibility that PD area re-
flects a cognitive response, whereas PD level 
reflects an emotional response would explain 
why both measures were diagnostic for the 
distributed format, but only PD level was di-
agnostic for the blocked format.  If a reduction 
in the interval from the participant’s answer to 
the onset of the next item contributes to cogni-
tive load, then the hypothesis that PD area re-
flects mental effort also is consistent with the 
finding that the difference between guilty and 
innocent groups was greatest at the shortest 
inter-event interval.  Finally, being indicators 
of different psychological processes would ex-
plain why the two measures make indepen-
dent contributions to discriminant functions 
and logistic regressions that form the basis of 
ODT decision models.

Pre-ODT Performance Feedback

Feedback during the pretest practice 
session reduced error rates and produced 
larger phasic pupil reactions to test items for 
guilty participants and greater differences be-
tween pupil responses to cash and credit card 
items for guilty participants.  However, there 
was little evidence of anchoring because per-
formance feedback did not affect response 
times.

Post-Answer Intervals

An increase in the length of the in-
ter-event interval had no effect on the diag-
nostic validity of any ocular-motor measure. 
Predictably, PD area increased with increased 
inter-event intervals because the reactions 

were less truncated by the occurrence of the 
next stimulus.  However, the PD area mea-
sures were no more diagnostic for longer in-
ter-event intervals.  Likewise, new measures 
of PD level and blink rates obtained with ex-
tended scoring windows for longer inter-event 
intervals were no more diagnostic than mea-
sures previously developed for 500 ms in-
ter-event intervals.  

Individual Differences

There were significant differences be-
tween innocent and guilty participants on 
Realism, concern about the cash items, and 
General Worry.  Innocent participants proba-
bly did not find the study as realistic as guilty 
participants, because they could not be sure 
that someone actually stole $20 or credit card 
information.  The fact that guilty participants 
were concerned about answering questions 
about the $20 was reflected in pupil respons-
es and general worry about passing the test.  
Differences between the guilty and innocent 
groups’ ratings of concern and worry also are 
consistent with the idea that emotional pro-
cesses contribute to observed changes in ocu-
lar-motor measures. 

General Discussion

The primary objective of the present 
investigation was to explore alternative pro-
cedures that might improve the efficiency or 
effectiveness of the ODT and contribute to our 
understanding of psychophysiological basis of 
the ODT.  Guilty participants exhibited clear 
differences from innocent participants in both 
experiments.  Guilty participants responded 
faster, made fewer fixations, and spent less 
time reading and rereading statements about 
the crime they committed than the control 
crime in both of the Cook et al. studies and in 
the present study when participants received 
direct items.  In addition, guilty participants 
showed greater increases in PD for statements 
answered deceptively than for statements an-
swered truthfully.  The observed differences 
between groups in pupil size are consistent 
with the idea that deception requires more 
cognitive effort and greater emotional arousal 
than truthfulness.  The additional investment 
of cognitive and emotional resources was ben-
eficial to guilty participants, because their er-
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ror rates were lower than those of innocent 
participants.

In Experiment 1, we found that the 
effects of deception were greatest when the 
items on the ODT directly asked about illicit 
activities.  We attributed the performance gain 
to the emotional salience of the direct state-
ments, and designed Experiment 2 to capital-
ize on the presumed emotional aspects of test.  
To increase arousal, we informed participants 
about the type of statement they should ex-
pect and presented several statements of the 
same type in sequence.  We observed the larg-
est mean effect on pupil measures when the 
task was made more difficult by changing the 
type of statement on each trial. The mean ef-
fect on pupil measures was greater for the dis-
tributed format (mean r-to-z-to-r = .59) than 
for the blocked format (mean r-to-z-to-r = .38).  
Together, the results from the two experiments 
suggest that effects on ocular-motor measures 
are greatest when the test challenges partici-
pants with items that have high arousal value 
and their occurrence during the test is less 
predictable. 

Conclusions

Results from the present experiments, 
Patnaik et al. (2016), and Cook et al. (2012) 
suggest that a combination of behavioral and 
ocular-motor measures can be used to detect 
deception.  We used a mock crime paradigm 
that reliably produces large, diagnostic chang-
es in electrodermal, cardiovascular, and res-
piration reactions during polygraph examina-
tions (Raskin & Kircher, 2014). Although not 
a comparative study, the magnitude of these 
observed effects on ocular-motor measures 
is comparable to that obtained on polygraph 
measures, as are the accuracy rates obtained 
for ODT and polygraph examinations. To the 
extent that ODT and traditional polygraph in-
strumentation and techniques involve similar 
underlying cognitive, emotional, memory and 
control factors, these findings may be of gen-
eralizable interest to the field polygraph prac-
titioners and program managers.
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How To:  

A Step-by-Step Worksheet for the Multinomial ESS

Raymond Nelson1, Mark Handler2, Tom Coffey3, Rodolfo Prado4

and Ben Blalock5 6†

Abstract

We describe the use of a structured analytic process for the Multinomial update to the Empirical Scor-
ing System (ESS-M). Polygraph data analysis begins with feature extraction, numerical transformation, and 
data reduction. Later stages of analysis include the calculation of a statistical classifier and the parsing of a 
categorical test result from the numerical and probabilistic test data. This work-flow is designed to capture and 
organize the information of interest to polygraph field practitioners and other professionals who may need to 
work with, interpret, and understand the result of polygraphic credibility assessment test data. Appendices in-
clude a structured worksheet, multinomial reference tables for diagnostic and screening polygraphs with three 
to five iterations of two to four relevant questions, and a short glossary of terms that are foundational to Baye-
sian analysis. Step-by-step procedures describe the use of the ESS-M Analysis Worksheet and the multinomial 
reference tables. They also include the determination of numerical cut-scores and the calculation of both pos-
terior odds and the lower limit of the 95% credible interval. These materials may be a useful resource for field 
practice, education and training, and can provide insight into the process automation issues for both manual and 
automated analysis of polygraphic credibility assessment test data.
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Introduction

Nelson (2017a) described the develop-
ment of a multinomial likelihood function for 
the Empirical Scoring System (ESS; Nelson, 
Krapohl & Handler, 2008; Nelson et al., 2011) 
and provided reference tables for polygraph 
exams with three to five iterations of two, 
three, and four relevant questions. The mul-

tinomial likelihood function is calculated un-
der the analytic theory of the polygraph test: 
that greater changes in physiological activity 
are loaded at different types of test stimuli as 
a function of deception and truth-telling in re-
sponse to investigation target stimuli. [Refer 
to Nelson (2016a) for more information about 
the analytic theory of polygraphic credibility 
assessment testing.]
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Multinomial reference tables were 
subsequently incorporated into a Bayesian 
classifier for the Empirical Scoring System 
– Multinomial (ESS-M; Nelson, 2017b). Fea-
ture extraction, numerical transformation 
and data reduction with the ESS-M are un-
changed from the ESS. Decision rules are 
also unchanged. Field practitioners will no-
tice some change in numerical cut-scores, 
and this reflects the change to a multinomi-
al reference distribution Bayesian classifier. 
This current project involves the development 
of a work-flow for computation and docu-
mentation of the Bayesian ESS-M result. It 
describes a simplified multinomial reference 
model that can be used for Bayesian analysis 
of polygraph exams consisting of three to five 
iterations of two, three or four relevant ques-
tions.  

Bayesian analyses (Berger, 1985; 
2006a; Bernardo & Smith, 1994; Box & Tiao, 
1973; Cohen, 1994; Efron, 1986; Gelman et 
al., 2014; Stone, 2013; Winkler, 1972) are ad-
vantageous because the statistical results can 
provide a more intuitively useful estimate of 
the effect size of interest.  This change in infor-
mation is often reported in the form of odds – 
versus decimal probabilities that are common 
to frequentist inference.  Probabilistic infor-
mation in the form of odds can be easily un-
derstood by persons with a wide range of pro-
fessional and educational backgrounds. [For 
more information about p-values and poten-
tial misunderstanding, refer to the published 
statement from the American Statistical Asso-
ciation (Wasserstein & Lazar 2016), and Nel-
son (2018a) for a discussion of p-values in the 
classification of polygraph test results.] Poly-
graph effect sizes can be thought of as the pos-
terior likelihood of deception or truth-telling, 
or as a Bayes Factor (Berger, 2006a; Morey & 
Rouder, 2011; Rouder et al., 2009).  A Bayes 
Factor tells us the strength of the posterior in-
formation relative to the prior information.  

Bayesian analyses are fairly straight-
forward and polygraph examiners can bene-
fit from using a carefully structured process 
when using the ESS-M in field practice set-
tings. Structured work-flows can increase 
both reliability and efficiency.  Automation 
of an analysis process is one obvious way to 
increase reliability and efficiency, but it does 
little to advance knowledge and skill levels. 

Well-structured procedures offer the advan-
tage of organizing the information of interest 
while also providing insight as to how the in-
formation is used. It is our hope that by us-
ing the worksheet, examiners will become 
more knowledgeable about Bayesian analy-
sis and the ESS-M classifier and will have a 
better understanding of what the test result 
can signify. This will contribute to improved 
communication when conveying information 
to professional consumers of polygraph test 
results (supervisors, attorneys, judges, juries, 
therapists, probation/parole officers, adjudi-
cators, etc.)

How to use the ESS-M Analysis Worksheet. 

Appendix A is a structured worksheet 
to assist in the learning and execution of the 
foundational concepts of Bayesian analysis 
and the ESS-M. Appendices B1 through B3 
show the simplified ESS-M reference tables 
that can be applied to the variety of diagnostic 
and screening polygraph settings with three, 
four or five iterations of two, three or four rel-
evant questions, using the traditional array of 
polygraph sensors with or without the option-
al vasomotor sensor. Tables in Appendices B1 
through 3 are limited to calculations with an 
equal prior and alpha = .05. If a practitioner 
chooses to use an unequal prior or alpha other 
than .05, then the calculations will be differ-
ent and the tables in Appendices B1 through 
B3 will not be applicable. The tables for sub-
total scores include a statistical correction to 
account for the deleterious effects of multi-
plicity which are often not considered in other 
test data analysis models. Appendix C shows 
a short terminology list that will orient read-
ers to the foundational concepts of Bayesian 
analysis. 

The ESS-M Analysis Worksheet (Ap-
pendix A) is used after obtaining all numerical 
scores for all iterations of all relevant ques-
tions. This structured worksheet helps orient 
professionals to the conceptual vocabulary 
and analytic process of the Bayesian ESS-M. 
It helps to organize information for competent 
documentation and reporting of test results. 
Finally, it can foster greater understanding of 
automated computer algorithms that can ex-
pedite test data analyses and improve their 
reliability. In field practice and training, the 
ESS-M Analysis Worksheet can be printed or 
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converted to a spreadsheet. Numbered line 
items on the ESS-M Analysis Worksheet are 
explained below.

1. Examiners should clearly identi-
fy the examination data and/or examinee to 
which the analysis pertains by recording the 
name of the examination or examinee on line 1

2. Record the date of the examination 
on line 2. You may also record the date of the 
analysis on this line if the analysis is complet-
ed at a later date.

3. Record on Line 3 the name or ID of 
the professional who completed this analysis.

4. Circle one item on Line 4 to indicate 
whether the test is a diagnostic exam (in re-
sponse to a known allegation or known inci-
dent) or screening exam (conducted in the ab-
sence of any known allegation or incident).

5. Circle the item on Line 5 to indicate 
the decision rule that will be used to parse the 
categorical test result from the numerical and 
probabilistic information. Options include the 
grand total rule (GTR; Bell, Raskin, Honts & 
Kircher, 1999; Kircher & Raskin, 1988; Sent-
er, 2003; Weaver, 1980), the subtotal score 
rule (SSR; Department of Defense, 2006a, 
2006b, Capps & Ansley 1992, Senter Waller & 
Krapohl, 2008) and the two-stage rules (TSR; 
Senter, 2003; Senter & Dollins, 2003; Krapohl, 
2005; Krapohl & Cushman, 2006). These op-
tions are aligned with the options on item 4. 
Diagnostic exams and single-issue screening 
exams should be evaluated with the GTR or 
TSR, while multiple-issue exams are most of-
ten evaluated with the SSR. [Refer to Nelson 
(2018b) for more information about polygraph 
decision rules.]

6. Circle one item to indicate the use 
of any mathematical correction for statistical 
multiplicity when using subtotal scores. These 
options are aligned with those on line 5. Use 
of the GTR does not require statistical correc-
tion. The TSR uses a correction for deceptive 
subtotal scores at stage 2. The SSR employs 
a statistical correction for truthful subtotal 
scores. [Refer to Nelson (2015) for more gener-
al information about the use of statistical cor-
rections in polygraph test data analysis.]

7. Enter the alpha level for statistical 
significance on Line 7. Two alpha boundaries 
are required because polygraph testing in-
volves two possible classifications, deception 
or truth-telling. The alpha level will be used 
later to determine the coverage level of the 
Bayesian credible interval and the ESS-M nu-
merical cut-scores. ESS-M reference tables, 
shown in Appendix B, are calculated with a = 
.05 for deception and a = .05 for truth-telling. 
ESS-M alphas are one-tailed unless otherwise 
specified. 

8. Enter the a priori odds of deception 
on Line 8. Without reliable information, our 
objective knowledge is often limited to 2 pos-
sibilities – the examinee is possibly deceptive/
guilty, or the examinee is possibly innocent/
truthful – with no objective basis for conclud-
ing that one possibility is more likely than the 
other. In these cases, the likelihood of decep-
tion can be argued as objectively equal to the 
likelihood of truth-telling – and the prior odds 
of deception should be entered as 1 to 1. Of 
course, some situations may warrant the use 
of a different prior. In some circumstances, 
however, objective information might obviate 
the need for polygraph testing. When the pri-
or information exists in the form of a decimal 
probability, the prior odds can be calculated 
using this formula: odds = p / (1 - p). 

9. Indicate the prior probability of de-
ception on Line 9. The prior probability can be 
calculated from the prior odds using the fol-
lowing formula: p = odds / (1 + odds). Because 
the prior odds of deception are often 1 to 1, 
unless objective information is available that 
would suggest changing the prior odds, the 
prior probability is often .5.

10.Use the tables in Appendices B1 
through 3 to determine the numerical cut-
scores for deception and truth-telling and en-
ter them on Line 10. ESS-M numerical cut-
scores are a function of both the prior odds of 
deception and the lower limit of the credible 
interval (Bayesian confidence interval). When 
alpha = .05, the credible interval can be re-
ferred to as the 95% credible interval. This in-
terval tells us the range in which the test score 
is likely to be observed upon repetitive testing, 
given the potential for some random error vari-
ation in the test data and test results.
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To determine the cut-scores for grand 
total scores, use the table shown in Appendix 
B-1. Use the oddsLL05 column that shows the 
lower limit of the 95% credible interval for the 
posterior odds. Locate the smallest lower lim-
it odds that exceeds the prior odds for decep-
tion and truth-telling (usually 1:1), then locate 
the numerical cut-scores in the corresponding 

When using the TSR the corrected sub-
total cut-score can be determined using the 
reference table shown in Appendix B-2. Use 
the odds234LL05 column to locate the small-
est lower limit odds that exceeds the prior 
odds (usually 1:1). Then locate the cut-score 
in the same row using the score column. Ap-
pendix B-2 includes a statistical correction is 
used to prevent an increase in false positive 
errors when using TSR with subtotal scores. 
Figure 2 shows the process. 

Figure 1. ESS-M cut-scores for grand total scores (from Appendix B-1).

Figure 2. ESS-M cut-scores for deceptive results with subtotal scores using the TSR (Appendix 
B-2). 

The ESS-M subtotal cut-score is -7 or 
lower for deceptive classifications when using 
the TSR. The overall test result is classified 
as deceptive when any subtotal has equaled 
or exceeded these cut-scores. A test result is 
not-statistically significant (and is therefore 
inconclusive) if neither the grand total nor any 
subtotal score has equaled or exceeded the 
ESS-M cut-scores. Notice that subtotal scores 
are not used to make truthful classifications 
when using the TSR. 

row using score column, as shown in Figure 1. 
ESS-M cut-scores for grand total scores are: 
grand total = +3 or greater for truthful clas-
sifications and grand total = -3 or lower for 
deceptive classifications. Grand total scores 
from -2 to +2 are not statistically significant, 
and no opinion is supported by these incon-
clusive values.
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Figure 3. ESS-M cut-scores for deceptive and truthful classifications using the SSR (Appendix 
B-3).

Use the reference table shown in Ap-
pendix B-3 when using the SSR. For decep-
tive classifications of subtotal scores use the 
oddsLL05 column to determine the smallest 
lower limit odds that exceed the prior odds of 
deception (usually 1:1). Then locate the subto-
tal cut-score for deception in the same row of 
the score column. Figure 3 shows the process. 
For truthful classifications of subtotal scores 
use the odds234LL05 column to determine the 
smallest lower limit odds that exceed the prior 
odds of truth-telling (usually 1:1). Then locate 
the subtotal cut-score for truth-telling in the 
same row using the score column. 

When using the SSR, ESS-M cut-scores 
are -3 or lower at any subtotal for deceptive 
classifications and +1 or greater at all subto-
tals for truthful classifications. Subtotal scores 
between these values are not statistically sig-
nificant and are therefore inconclusive. When 
using the SSR, the overall test result is classi-
fied as truthful when all subtotal scores have 
equaled or exceeded the truthful cut-score. A 

statistical correction is used for truthful clas-
sifications to prevent a loss of screening spec-
ificity that could result from the SSR require-
ment that all subtotals scores are statistically 
significant for truthful classification. 

The overall test result is classified as 
deceptive when one or more subtotal score has 
equaled or exceeded the cut-score for decep-
tion. To prevent loss of screening sensitivity, 
no statistical correction is used for the decep-
tive ESS-M subtotal cut-scores for multiple-is-
sue screening polygraphs. 

Note that when using the SSR, decep-
tive and truthful classifications are not made 
within the same examination. This prevents 
an increased potential for false-negative er-
ror results in the same exam. If any subtotal 
score is statistically significant for deception, 
all subtotals that are not significant for decep-
tion are meaningless and uninterpretable and 
are therefore inconclusive. 

11. Circle the item on Line 11 to indi-
cate the number of relevant questions used in 
this examination.

12-15. Use Lines 12 through 15 to re-
cord the information for each relevant ques-
tion. Enter both the question label and subto-
tal score. Do not leave blank lines. When less 
than four relevant questions are used, enter 
NA or line-out all blank items. 

16. Enter the grand total score on Line 

16 when using the GTR or TSR. Enter N/A or 
line-out this block when using the SSR.

17. Locate and transfer to Line 17 the 
question label and subtotal score for the low-
est relevant question subtotal. When subto-
tal scores are used for classification, only the 
lowest subtotal is used for classification and 
statistical inference. Enter N/A or line-out 
this block when using the GTR.

18. Circle the categorical result on 
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Figure 4. Locate the posterior odds using the grand total score (Appendix B-1).

Figure 5. Locate the posterior odds using a subtotal score when using the TSR (Appendix B-2).

Use the reference table in Appendix 
B-2 for subtotal scores during the second 
stage of the TSR, when the grand total score 
is inconclusive. Figure 5 shows an example of 

Line 18 that is supported by the numerical 
scores. Determine the overall test result using 
the GTR, TSR, or SSR – as indicated in item 5. 

19.  Circle the either grand total score 
or lowest subtotal score on Line 19 to indicate 
which value was used to classify the overall 
test result.

20.  Enter the name or identifier for 
the ESS-M reference table (Appendix name) on 
Line 20.

21. Determine the posterior odds of 
deception or truth-telling for that score using 
the tables in Appendix B and enter the value 
on Line 21.

Use Appendix B-1 if the overall test re-
sult is determined by the grand total score, as 
would occur when using the GTR or TSR and 
the grand total score has equaled or exceeded 
a numerical cut-score. Locate the grand to-
tal score in the score column. Then locate the 
posterior odds of deception or truth-telling in 
the corresponding row of the odds column. 

Figure 4 shows an example for which 
a grand total score of +8 produces a posterior 
odds of 4.9 for truth-telling. When reporting 
ESS-M posterior odds it is preferable to round 
the results to one decimal place for values less 
than 10 and round results to the nearest inte-
ger when the posterior odds are 10 or greater. 

the second stage of TSR, with a subtotal score 
of -9, for which the posterior odds of deception 
are 3.1 to 1.
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Use Appendix B-3 when using the SSR. 
Figure 6 shows the results of a polygraph exam 
for which the lowest subtotal score is +2. In 

Figure 6. Posterior odds for truthful subtotal scores of multiple issue screening exams.

22. Enter the posterior probability of 
deception or truth-telling on Line 22. This 
can be calculated manually from the posterior 
odds using this formula: p = odds / (1 + odds). 
For convenience, the odds columns in Appen-
dices B1-3 show the posterior probability in 
parenthesis along with the posterior odds. The 
posterior odds can also be seen in Figures 4, 
5, and 6.

23. Enter the lower limit of the credible 
interval (Bayesian confidence interval) for the 
posterior odds of deception or truth-telling on 
Line 23. This value can be obtained by locating 
the grand total score or lowest subtotal scores 
– depending on which was indicated on line 
19. The lower limit can be found in the col-
umns oddsLL05 column or the odds234LL05 
column using the reference tables in Appen-
dices B1-3. For convenience, the lower limit 
columns are shaded along with the odds and 
score columns in Appendices B1-3. 

24. Calculate the Bayes Factor (Berger, 
2006b) and enter it on Line 24. Bayes Factor 
is a statistic that tells us the relative strength 
of the posterior information when compared 
to the prior. For example, a Bayes factor of 7 
indicates that the posterior information sup-
porting a conclusion of deception or truth-tell-
ing is 7 times greater than the prior informa-
tion. Bayes Factor is easily calculated using 
this formula: posterior odds / prior odds. As 
a convenience, Bayes Factor will be equal to 

the posterior odds whenever the prior odds are 
1 to 1 (because any number divided by 1 is 
equal to the same number). 

25. Transfer the information to line 
25 using the information in Line 7 (alpha for 
deception | alpha for truth-telling). Select the 
value that was used to classify the test result 
as deceptive or truthful. Two alpha values were 
entered on line 7, and only one alpha should 
be entered here on Line 25. Circle DI/SR or 
NDI/NSR to clearly indicate which alpha value 
was used to classify the test result. This may 
seem unimportant when the two alpha values 
are symmetrical, but it will become important 
whenever the alphas are asymmetrical. 

26. Finally, calculate the coverage 
interval for the Posterior Credible Interval 
(Bayesian confidence interval) and enter the 
result on Line 26. This is easily calculated us-
ing this formula: (1 - alpha) x 100%. For exam-
ple: with a = .05, the coverage area is (1 – .05) x 
100% = 95%. This value is not intended for use 
as a practical effect size – for which posterior 
odds are better intended. The credible interval 
is only an estimate of the degree of certainty 
that a test result is indicative of deception or 
truth-telling. This can also be thought of as 
an estimate of the random error potential or 
the likelihood of obtaining another similar test 
result under similar testing conditions.

this example, using the SSR, the multiplicity 
corrected posterior odds of truth-telling are 7 
to 1. 
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Algorithmic approaches to test data 
analysis.

In the most rudimentary sense, an al-
gorithm is merely a structured procedure used 
to solve a problem. Mathematics is full of algo-
rithms for basic operations such as addition, 
subtraction, multiplication, division, and oth-
er more challenging problems. In a more gen-
eral sense, an algorithm can be thought of as 
somewhat similar to a recipe, involving both in-
gredients and a procedure [See Nelson (2016b) 
for a more complete discussion]. A structured 
worksheet, such as the one described in this 
manuscript, is an analog or manual form of 
an algorithm. Use of algorithms is abundant 
in data analytics, and some will immediately 
associate the word algorithm as meaning com-
puter algorithm or computer scoring algorithm 
when discussing software applications de-
veloped to analyze test or experimental data. 
For example, polygraph test data can be an-
alyzed with an automated computer scoring 
algorithm such as the OSS-3 (Nelson, Krapohl 
& Handler, 2008). Any procedure or rubric 
can be thought of as an algorithm – includ-
ing procedures such as the ESS-M – whether 
executed manually or via automated comput-
er. The structured analysis worksheet shown 
in Appendix A, can also be thought of as an 
algorithm – used to organize the information 
pertaining to the analysis.

Conclusion

Test data analysis models of all types 
consist of similar parts or similar operations. 
These include: feature development and ex-
traction, numerical transformation and data 
reduction, the use of a likelihood function to 
calculate a statistical value for the test data, 
and structured procedures to interpret the 
probabilistic and categorical test results. 

Polygraphic feature extraction has his-
torically been a somewhat subjective process 
of visual inspection – though the use of au-
tomated feature extraction algorithms has in-
creased during recent years. Numerical trans-
formations by automated computer scoring 
algorithms can employ a variety of approach-
es. These include ratios, proportions, z-scores, 
log transformations, probit transformations, 
and other methods. Manual scoring proce-

dures have traditionally used integer level nu-
merical transformations such as Likert-type 
scores (Likert, 1932) to transform polygraph 
response features into numerical values – in 
both 7-point and 3-point variants. Rank order 
transformations have also been described and 
applied to polygraph testing. 

Numerical transformations can be ex-
ecuted either manually or automatically. The 
traditional 7-position Likert scale – originally 
used to quantify subjective opinion data – is 
an example of a transformation that may have 
limited potential for automation due to the use 
of subjective and arbitrary differences within 
the scale values. Unlike the 7-position model, 
3-position scale transformations are easily au-
tomated because they are more readily made 
objective and more easily subject to statistical 
optimization. Moreover, no theoretical distri-
bution exists for 7-position scores, whereas 
3-position scores can be characterized using 
a multinomial distribution. ESS-M scores are 
a simple variation of the 3-point scoring meth-
od.

Data reduction for manual scoring 
systems is a straightforward matter of addi-
tion with positive and negative integer scores. 
Computer algorithms will often employ more 
advanced methods of data aggregation and 
reduction, including the use of averaging, 
weighted averaging, and other structural func-
tions to aggregate data. Likelihood functions 
can take a variety of forms, from mathematical 
formulae, to empirical sampling distributions. 
They can also include statistical/mathemati-
cal reference distributions such as the multi-
nomial distribution shown in Appendices B1 
through 3. 

Similarly, decision rules – used to 
parse a categorical result from numerical and 
statistical data – can take many forms. For 
example, the worksheet included in Appendix 
A captures information about the selection of 
one of three polygraphic decision rules: the 
grand total rule, the two-stage rule, and the 
subtotal-score rule.

The ESS-M is a simple, yet powerful 
application of Bayes theorem and the prin-
ciples of Bayesian analysis with polygraph-
ic credibility assessment test data. Whereas 
the original ESS introduced the potential for 
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a statistical classifier to manual scoring pro-
cedures, the ESS-M provides a platform for 
the convenient use of Bayesian analysis. The 
structured work-flow described in this man-
uscript can assist polygraph examiners and 
others to better understand the ESS-M Bayes-
ian classifier, and can be easily implemented 
in both manual and automated processes. 

Automated processes offer the advan-
tages of ease of use, increased reliability, and 
the potential for more sophisticated analytic 
methods that can meet the requirements for 
statistical classifications in 21st century foren-
sic science. We anticipate the increased use of 
automation as software applications become 
more widely available. We caution against any 
notion that it is acceptable for polygraph pro-
fessionals to assert that their understanding 
of data analysis should stop when they click 
a button to run an algorithm. We further cau-
tion against the belief that polygraph analytics 
has remained static or has failed to develop 
beyond the manual scoring innovations from 
the mid-century (pre-computer) epoch. As a 

final caution, use of automated analysis algo-
rithms should not be limited to circumstanc-
es in which an examiner desires merely to 
strengthen the impression of advancement in 
the science of polygraphic credibility assess-
ment testing. Continuing to rely on subjective 
integer scoring methods without statistical 
quantification as the actual basis for decision 
seems ill-advised.

Our hope is that all polygraph profes-
sionals would endeavor to become proficient 
with the details and procedures of manual 
test data analysis and the manual calcula-
tion of statistical classifiers for their polygraph 
test result. By doing so, they will be better 
equipped to make effective use of computer 
software tools, and better equipped to account 
for their conclusions when discussing them 
with other professionals. We hope that this 
manuscript and the accompanying ESS-M 
Analysis Worksheet will be a useful education-
al and field-practice resource to polygraph ex-
aminers and other professionals.
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Appendix A: ESS-M Analysis Worksheet
Appendix A: ESS-M Analysis Worksheet 

1. Exam ID / Examinee Name

2. Exam date (analysis date)

3. Examiner / analyst

4. Diagnostic or Screening Exam         Diagnostic  |     Screening 

5. Decision Rule  GTR |  TSR  |  SSR 

6. Statistical correction for subtotals   NA  |  Deceptive subtotals |  Truthful subtotals 

7. Alpha levels (1-tailed level of sig.):    Truth  | | 

8. Prior odds of deception = p / (1 - p)

9. Prior probability of deception = odds / (1 + odds)

10. Cut-scores:  Truth / Deception (Subtotal) | ( ) 

11. Number of RQs 2RQs  3RQs  4RQs 

12.          RQ:     Question ID / Score | 

13.          RQ:     Question ID / Score | 

14.          RQ:     Question ID / Score | 

15.          RQ:     Question ID / Score | 

16. Grand total  (enter NA when using the SSR) 

17. Lowest Subtotal Score:  Question ID  |  Score | 

18. Result          DI/SR  NDI/NSR  INC/NO 

19. Classified by               Grand Total       Lowest Subtotal 

20. ESS-M Reference Table  (circle one)   B-1 (GTR & TSR)   |   B-2 (TSR)   |   B-3 (SSR) 

21. Posterior odds = p / (1 – p)   (systematic error est.)

22. Posterior probability  = odds / (1 + odds)

23. Lower-limit Posterior Credible Interval
(oddsLL05 or odds234LL05)

24. Bayes Factor = Posterior Odds / Prior Odds

25. Alpha tolerance/sig. level    (random error est.) DI/SR  NDI/NSR 

26. (1 - alpha) x 100% Bayesian credible interval

Deception
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Appendix B-1: Simple ESS-M Cut-scores for Grand Total Scores with 3, 4 or 5 
presentations of 2, 3, or 4 Relevant Questions with or without the Vasomotor 

Sensor

Prior = .5 (1 to 1), Alpha = .05 / .05 (truth / deception)

Appendix B-1: Simple ESS-M Cut-scores for Grand Total Scores 
with 3 to 5 presentations of  2, 3, or 4  Relevant Questions with or without the Vasomotor Sensor 

Prior = .5 (1 to 1), Alpha = .05 / .05 (truth / deception) 
score ways pmf cdf cdfContCor odds oddsLL05 

-24 9915 .0008* .0023 .0019 518.7 (.998) 21.4 

-23 10248 .0011 .0034 .0028 352.2 (.997) 20.18 

-22 10572 .0015 .0048 .0041 242.7 (.996) 18.69 

-21 10888 .0020 .0069 .0059 169.7 (.994) 16.95 

-20 11193 .0027 .0096 .0082 120.4 (.992) 17.25 

-19 11488 .0036 .0132 .0114 86.55 (.989) 14.98 

-18 11770 .0047 .0179 .0156 63.05 (.984) 13.98 

-17 12040 .0061 .0239 .0210 46.52 (.979) 12.51 

-16 12295 .0077 .0316 .0280 34.75 (.972) 10.89 

-15 12536 .0097 .0411 .0367 26.26 (.963) 9.29 

-14 12760 .0119 .0527 .0475 20.06 (.953) 8.05 

-13 12970 .0144 .0668 .0607 15.49 (.939) 6.83 

-12 13163 .0172 .0835 .0765 12.07 (.924) 5.74 

-11 13342 .0202 .1031 .0953 9.5 (.905) 4.85 

-10 13504 .0235 .1257 .1172 7.53 (.883) 4.06 

-9 13652 .0269 .1514 .1424 6.02 (.858) 3.41 

-8 13783 .0303 .1803 .1710 4.85 (.829) 2.85 

-7 13900 .0336 .2122 .2030 3.93 (.797) 2.39 

-6 14000 .0369 .2471 .2383 3.2 (.762) 2 

-5 14086 .0398 .2847 .2766 2.62 (.723) 1.67 

-4 14155 .0424 .3247 .3177 2.15 (.682) 1.39 

-3 14210 .0446 .3667 .3611 1.77 (.639) 1.16 

-2 14248 .0461 .4102 .4064 1.46 (.594) 0.97 

-1 14272 .0471 .4548 .4529 1.21 (.547) 0.8 

0 14279 .0475 .5000 .5000 1 (.500) 0.67 

1 14272 .0471 .5452 .5471 1.21 (.547) 0.8 

2 14248 .0461 .5898 .5936 1.46 (.594) 0.97 

3 14210 .0446 .6333 .6389 1.77 (.639) 1.16 

4 14155 .0424 .6753 .6823 2.15 (.682) 1.39 

5 14086 .0398 .7153 .7234 2.62 (.723) 1.67 

6 14000 .0369 .7529 .7617 3.2 (.762) 2 

7 13900 .0336 .7878 .7970 3.93 (.797) 2.39 

8 13783 .0303 .8197 .8290 4.85 (.829) 2.85 

9 13652 .0269 .8486 .8576 6.02 (.858) 3.41 

10 13504 .0235 .8743 .8828 7.53 (.883) 4.06 

11 13342 .0202 .8969 .9047 9.5 (.905) 4.85 

12 13163 .0172 .9165 .9235 12.07 (.924) 5.74 

13 12970 .0144 .9332 .9393 15.49 (.939) 6.83 

14 12760 .0119 .9473 .9525 20.06 (.953) 8.05 

15 12536 .0097 .9590 .9633 26.26 (.963) 9.29 

16 12295 .0077 .9685 .9720 34.75 (.972) 10.89 

17 12040 .0061 .9761 .9790 46.52 (.979) 12.51 

18 11770 .0047 .9821 .9844 63.05 (.984) 13.98 

19 11488 .0036 .9868 .9886 86.55 (.989) 14.98 

20 11193 .0027 .9904 .9918 120.4 (.992) 17.25 

21 10888 .0020 .9931 .9941 169.7 (.994) 16.95 

22 10572 .0015 .9952 .9959 242.7 (.996) 18.69 

23 10248 .0011 .9966 .9972 352.2 (.997) 20.18 

24 9915 .0008* .9977 .9981 518.7 (.998) 21.4 

* extreme values omitted 

Score is the grand total score. Ways is the number of sensor-score combinations that can achieve each total score. pmf is the probability 
mass for each score. cdf is the cumulative sum of the pmf. cdfContCor is the continuity corrected cdf, so that the statistical estimate always 
exceeds the actual statistical value – also used as the posterior probability. odds are the posterior odds of truth or deception - calculated 
from the cdfContCor using p/(1-p). Also, the cdfContCor can be calculated from the odds using odds/(1+odds). The oddsLL05 are the lower 
limits of the credible interval (Bayesian confidence interval) for prior=.5 and alpha/2 = .05 for truth and deception. 
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Appendix B-2: Simple ESS-M Cut-scores for Sub-total Scores of Single- Issue 
Exams with 3, 4 or 5 presentations of 2, 3 or 4 RQs with or without the 

Vasomotor Sensor

Prior = .5 (1 to 1), Alpha = .05 / .05 (truth / deception) – all statistical 
corrections are included

Appendix B-2: Simple ESS-M Cut-scores for Sub-total Scores of Single-Issue Exams 
with 3 to 5 presentations of 2, 3 or 4 RQs with or without the Vasomotor Sensor 

 
Prior = .5 (1 to 1), Alpha = .05 / .05 (truth / deception) – all statistical corrections are included 

 

score ways pmf cdf Cdf 
ContCor odds Odds234RQs oddsLL05 odds234LL05 

-15 161 .0005* .0009 .0007 1517 11.49 (.92) 7.71 3.32 

-14 200 .0011 .0020 .0015 682.2 8.8 (.898) 7.56 2.84 

-13 243 .0021 .0041 .0030 328.4 6.9 (.873) 7.27 2.42 

-12 287 .0037 .0077 .0059 168 5.52 (.847) 6.79 2.07 

-11 333 .0062 .0139 .0109 90.88 4.5 (.818) 6.1 1.81 

-10 378 .0099 .0236 .0190 51.67 3.73 (.789) 5.22 1.56 

-9 423 .0150 .0383 .0315 30.72 3.13 (.758) 4.84 1.37 

-8 465 .0216 .0592 .0500 19.01 2.67 (.728) 4.11 1.19 

-7 505 .0297 .0875 .0758 12.19 2.3 (.697) 3.3 1.05 

-6 540 .0389 .1242 .1104 8.06 2.01 (.668) 2.66 0.93 

-5 571 .0489 .1697 .1546 5.47 1.76 (.638) 2.06 0.83 

-4 595 .0588 .2236 .2087 3.79 1.56 (.609) 1.58 0.74 

-3 615 .0678 .2852 .2720 2.68 1.39 (.582) 1.19 0.66 

-2 628 .0750 .3531 .3432 1.91 1.24 (.554) 0.89 0.59 

-1 637 .0797 .4254 .4201 1.38 1.11 (.526) 0.65 0.53 

0 639 .0814 .5000 .5000 1 1 0.48 0.48 

1 637 .0797 .5746 .5799 1.38 2.63 0.65 1.18 

2 628 .0750 .6469 .6568 1.91 7.01 0.89 2.45 

3 615 .0678 .7148 .7280 2.68 19.17 1.19 4.13 

4 595 .0588 .7764 .7913 3.79 54.52 1.58 5.31 

5 571 .0489 .8303 .8454 5.47 163.4 2.06 6.77 

6 540 .0389 .8758 .8896 8.06 522.8 2.66 7.47 

7 505 .0297 .9125 .9242 12.19 1810 3.3 7.73 

8 465 .0216 .9408 .9500 19.01 6870 4.11 7.82 

9 423 .0150 .9617 .9685 30.72 28990 4.84 7.84 

10 378 .0099 .9764 .9810 51.67 137900 5.22 7.84 

11 333 .0062 .9861 .9891 90.88 750600 6.1 7.85 

12 287 .0037 .9923 .9941 168 4745000 6.79 7.85 

13 243 .0021 .9959 .9970 328.4 3.54E+07 7.27 7.85 

14 200 .0011 .9980 .9985 682.2 3.17E+08 7.56 7.85 

15 161 .0005* .9991 .9993 1517 3.49E+09 7.71 7.85 

* extreme values omitted 

 
Score is the lowest subtotal score. Ways is the number of sensor-score combinations that can achieve each subtotal score. pmf is the 
probability mass for each score. cdf is the cumulative sum of the pmf. cdfContCor is the continuity corrected cdf, so that the statistical 
estimate always exceeds the actual statistical value – also used as the posterior probability.  
 
Odds are the posterior odds of truth or deception for a single subtotal (without statistical correction) - calculated from the cdfContCor using 
p/(1-p). Also, the cdfContCor can be calculated from the odds using odds/(1+odds). oddsLL05 is the lower limit of the credible interval 
(Bayesian confidence interval) for prior=.5 and alpha/2 = .05 for truth and deception.  
 
Odds 234RQ median odds of deception with statistical correction for 2, 3 and 4 RQs. Odds234LL05 are the median lower limits of the 
credible interval (Bayesian confidence interval) for prior=.5 and alpha/2 = .05 for truth and deception with 2, 3, or 4 RQs.  
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Appendix B-3: Simple ESS-M Cut-scores for Sub-total Scores of Multiple- 
Issue Exams with 3, 4 5 presentations of 2, 3 or 4 RQs with or without the 

Vasomotor Sensor

Prior = .5 (1 to 1), Alpha = .05 / .05 (truth / deception) – all statistical 
corrections are included

Appendix B-3: Simple ESS-M Cut-scores for Sub-total Scores of Multiple-Issue Exams 
with 3 to 5 presentations of 2, 3 or 4 RQs with or without the Vasomotor Sensor 

 
Prior = .5 (1 to 1), Alpha = .05 / .05 (truth / deception) – all statistical corrections are included 

 

score ways pmf cdf Cdf 
ContCor odds Odds234RQs oddsLL05 odds234LL05 

-15 161 .0005* .0009 .0007 1517 (>.999) 11.49 7.71 3.32 

-14 200 .0011 .0020 .0015 682.2 (.999) 8.8 7.56 2.84 

-13 243 .0021 .0041 .0030 328.4 (.997) 6.9 7.27 2.42 

-12 287 .0037 .0077 .0059 168 (.994) 5.52 6.79 2.07 

-11 333 .0062 .0139 .0109 90.88 (.989) 4.5 6.1 1.81 

-10 378 .0099 .0236 .0190 51.67 (.981) 3.73 5.22 1.56 

-9 423 .0150 .0383 .0315 30.72 (.968) 3.13 4.84 1.37 

-8 465 .0216 .0592 .0500 19.01 (.950) 2.67 4.11 1.19 

-7 505 .0297 .0875 .0758 12.19 (.924) 2.3 3.3 1.05 

-6 540 .0389 .1242 .1104 8.06 (.890) 2.01 2.66 0.93 

-5 571 .0489 .1697 .1546 5.47 (.845) 1.76 2.06 0.83 

-4 595 .0588 .2236 .2087 3.79 (.791) 1.56 1.58 0.74 

-3 615 .0678 .2852 .2720 2.68 (.728) 1.39 1.19 0.66 

-2 628 .0750 .3531 .3432 1.91 (.656) 1.24 0.89 0.59 

-1 637 .0797 .4254 .4201 1.38 (.580) 1.11 0.65 0.53 

0 639 .0814 .5000 .5000 1 1 0.48 0.48 

1 637 .0797 .5746 .5799 1.38 2.63 (.725) 0.65 1.18 

2 628 .0750 .6469 .6568 1.91 7.01 (.875) 0.89 2.45 

3 615 .0678 .7148 .7280 2.68 19.17 (.95) 1.19 4.13 

4 595 .0588 .7764 .7913 3.79 54.52 (.982) 1.58 5.31 

5 571 .0489 .8303 .8454 5.47 163.4 (.994) 2.06 6.77 

6 540 .0389 .8758 .8896 8.06 522.8 (.998) 2.66 7.47 

7 505 .0297 .9125 .9242 12.19 1810 (>.999) 3.3 7.73 

8 465 .0216 .9408 .9500 19.01 6870 (>.999) 4.11 7.82 

9 423 .0150 .9617 .9685 30.72 28990 (>.999) 4.84 7.84 

10 378 .0099 .9764 .9810 51.67 137900 (>.999) 5.22 7.84 

11 333 .0062 .9861 .9891 90.88 750600 (>.999) 6.1 7.85 

12 287 .0037 .9923 .9941 168 4745000 (>.999) 6.79 7.85 

13 243 .0021 .9959 .9970 328.4 3.54E+07 (>.999) 7.27 7.85 

14 200 .0011 .9980 .9985 682.2 3.17E+08 (>.999) 7.56 7.85 

15 161 .0005* .9991 .9993 1517 3.49E+09 (>.999) 7.71 7.85 

* extreme values omitted 

 
Score is the lowest subtotal score. Ways is the number of sensor-score combinations that can achieve each subtotal score. pmf is the 
probability mass for each score. cdf is the cumulative sum of the pmf. cdfContCor is the continuity corrected cdf, so that the statistical 
estimate always exceeds the actual statistical value – also used as the posterior probability.  
 
Odds are the posterior odds of truth or deception for a single subtotal (without statistical correction) - calculated from the cdfContCor using 
p/(1-p). Also, the cdfContCor can be calculated from the odds using odds/(1+odds). oddsLL05 is the lower limit of the credible interval 
(Bayesian confidence interval) for prior=.5 and alpha/2 = .05 for truth and deception.  
 
Odds 234RQ median odds of deception with statistical correction for 2, 3 and 4 RQs. Odds234LL05 are the median lower limits of the 
credible interval (Bayesian confidence interval) for prior=.5 and alpha/2 = .05 for truth and deception with 2, 3, or 4 RQs.  
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Appendix C: Vocabulary Primer for Bayesian Analysis 

Bayesian inference Inference is the process of using data to make an estimate of an unknown quantity of 
interest, such as the likelihood that a person has been deceptive or truthful. Inference 
is necessary when neither deterministic observation nor physical measurement are 
possible. Bayesian inference is the use of Bayes’ theorem for this purpose. 

Bayes theorem Bayes theorem is a mathematical idea that is used to calculate a posterior probability 
by using evidence from a test or experiment to update a prior probability. Theorems 
are mathematical ideas that have been subject to exhaustive mathematical proof. 

Probability Bayesian probability refers to the degree of belief, or degree of certainty, that can 
be attributed to some knowledge or conclusion. This is in contrast to the frequentist 
definition of probability, which refers to the number of observed occurrences of 
something compared to a number of possible occurrences. Whereas the frequentist 
definition of probability can be applied only to phenomena that are both observable 
and repeatable, Bayesian probability has wide-ranging application in medicine, 
psychology, forensics, epidemiology, business, sports, and other fields. 

Prior probability Sometimes referred to as simply “prior” and sometimes using the Latin a priori, this 
refers to what is known before a test or experiment about the likelihood of different 
possible outcomes. Prior probability refers to the degree of belief in some knowledge 
or conclusion before more evidence is obtained from a test, experiment, or other 
investigation. Objective knowledge is often unavailable, and in this case the prior 
probability may be considered equal for the different possible outcomes. 

Likelihood function A mathematical device used to obtain a statistical value for some data. A likelihood 
function can take the form of a mathematical formula, a reference distribution, or a 
reference table, or even a small computer program to execute the formula to provide a 
statistical value for the data.

Posterior probability Refers to the probability or likelihood associated with some knowledge or conclusion 
after the evidence is taken into consideration – through the use of Bayes theorem. 

Odds A way of expressing probabilistic information using whole numbers instead of decimal 
values, and are therefore more intuitively understood by some persons. Odds convey 
clearly that all probabilities are a comparison of some possibility compared to some 
other possibility.  Odds are easily calculated from decimal probabilities using: odds = p / 
(1 – p). Also, decimal probabilities may be obtained from odds by: p = odds / (1 + odds). 

Bayes Factor Bayes Factor tells us the relative change in the strength of information before and after 
a test or experiment. Bayes Factor is the ratio of:  probability / prior. Bayes Factor will 
be equal to the posterior whenever the prior is equal to 1. 

Credible interval  A credible interval is the Bayesian analog for a frequentist confidence interval, and 
tells us the expected range of variability for a posterior probability. For example, a 95% 
credible interval tells us the range in which we expect to observe a similar result if a 
test or experiment is repeated. Whereas a frequentist confidence interval regards data 
as variable and reality as fixed, Bayesian analysis regards the available data as a fixed 
quantity with which we can estimate the likelihood of an unobservable though real 
phenomena of interest. 



 


