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Manuscript Submission 

Manuscripts must be in English, and 
may be submitted, along with a cover letter, 
on electronic media (MS Word). The cover 
letter should include a telephone number, 
and e-mail address. All manuscripts will be 
subject to a formal peer-review. Authors 
may submit their manuscripts as an e-mail 
attachment with the cover letter included in 
the body of the e-mail to: 

 Editor@polygraph.org 

As a condition of publication, 
authors agree that all text, figures, or other 
content in the submitted manuscript is 
correctly cited, and that the work, all or in 
part, is not under consideration for 
publication elsewhere.  Authors also agree to 
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Washington, DC  20036, USA.  Writers may 
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organization, and accuracy.  Authors are 
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correct citations.  Consistent with the 
ethical standards of the discipline, the 
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quotation of another’s work without proper 
citation a grievous offense.  The standard for 
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physiological Detection of Deception (2012) 
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the American Polygraph Association.  Legal 
case citations should follow the West 
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of receipt of manuscript.  Articles submitted 
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contribution to the polygraph field, clarity, 
accuracy, and consistency. 

Copyright 

Authors submitting a paper to the 
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with the understanding that the copyright 
for the paper will be assigned to the 
American Polygraph Association if the paper 
is accepted for publication.  The APA, 
however, will not put any limitation on the 
personal freedom of the author(s) to use 
material contained in the paper in other 
works, and request for republication will be 
granted if the senior author approves. 
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Jan Widacki’s History of Polygraph Examination

Jan Widacki’s History of Polygraph Examination

Warsaw: Polskie Towarzystwo Kryminalistyczne 2021, 178 pages, indexed, 
illustrations

Donald J. Krapohl

Polygraph professionals may recognize Jan 
Widacki as the Editor-in-Chief of the journal 
European Polygraph.  Those who read more 
widely may recognize that he is perhaps one 
of the most well-known and prolific writers on 
polygraph in all of Europe.  A lucky few would 
be aware of his many accomplishments as an 
attorney, university professor, and diplomat.   
While most of his papers were published in his 
native Polish language, American examiners 
should recall a 1978 English-language paper 
by Professor Widacki and Dr. Frank Horvath 
in which they conducted a groundbreaking 
study comparing the polygraph with several 
other forensic method.  Now Professor Widac-
ki has produced a textbook in English titled 
History of Polygraph Examination.  

In the initial chapter Professor Widacki ex-
plores the definition of lying, whether by direct 
deception, concealment, omission, misdirec-
tion, in contrast to mental defect or genuine 
failures of memory.  He also surveys early his-
torical accounts of attempts to identify liars 
through patterns of behavior and follows up 
with more recent and current methods that 
are based on similar premises.

Chapter 2 takes a deep dive into the roots 
of psychology and physiology that laid the 
groundwork for the rise of the polygraph.  
Though the field of polygraph has many con-
tributors, Widacki has provided a direct ac-
ademic lineage.  As all polygraph examiners 
are aware, John Larson was the first to use 
multiple channels of physiological recordings 

and a modern testing approach for lie detec-
tion.  Larson credited the basis of his work on 
earlier research by William Marston, who was 
a student of Hugo Münsterberg, who himself 
studied under Wilhelm Wundt. Wundt is one 
of the fathers of experimental psychology who 
has perhaps one of the most enduring legacies 
in his field.  Widacki has revealed the relative-
ly unrecognized relationship between Wundt 
and the ultimate development of the poly-
graph.  Chapter 2 also reveals more details 
on historical figures well known to polygraph 
examiners, including Mosso, Benussi, Féré as 
well as the contributions of lesser recognized 
scientists in eastern Europe and Russia such 
as Abramowski and Tarkhanov.

In Chapter 3 Widacki examines the array of 
early methods that were aimed at deception 
detection.  Satisfactory coverage is given to 
word association tests and several physiologi-
cal measures including breathing, EEG, blood 
pressure, electrodermal responses, and mus-
cle tension among others.  While polygraph ex-
aminers may be familiar with part of this his-
tory, Widacki has provided a more informative 
treatment than many would have seen before.

The first practical use of instrumental lie de-
tection is the focus of Chapter 4. It concen-
trates almost entirely on the American era 
from about 1915 to just after World War II.  A 
thorough discussion is offered for the work of 
Marston, Larson, Keeler, Summers and Reid 
along with the context in which their contri-
butions took place.  The chapter includes the 



2 Polygraph & Forensic Credibility Assessment, 2022, 51 (1)

Krapohl

case histories of noteworthy polygraph exams 
in the early years up to the testing of German 
prisoners of war near the end of the Second 
World War, including the test questions.  

In Chapter 5 Widacki picks up from the Second 
World War.  In this portion of the text Widac-
ki covers the evolution of modern polygraph 
techniques.  In particular, the contributions 
and relative merits of the approaches advocat-
ed by innovator John Reid and psychophysiol-
ogist David Lykken are taken up in detail.

Chapter 6 begins with a brief history of Cleve 
Backster and his approach to polygraphy.  In 
the following pages Widacki reports on the re-
sults of a selection of research studies mostly 
from the 1960s and 1970s, the profound in-
fluence of Cleve Backster on field practices, 
improvements in polygraph instrumentation, 
introduction of voice-based systems, and he 
finishes the chapter with a summary of the 
movement toward professional standards. 

The final chapter of History of Polygraph Ex-
amination is dedicated to the history of the 
polygraph in Widacki’s home country of Po-

land, with a smaller section on developments 
in a handful of other countries.  He is rightful-
ly proud of the work of other Polish scientists 
and writers whose work is often overlooked.  
Readers are given a glimpse of their contribu-
tions, as well as the intersection between Pol-
ish and American experts in the 1970s.

In sum, History of Polygraph Examination is 
one of the most complete, scholarly, well or-
ganized and thoroughly sourced work on the 
subject.  It is richer in background for the 
many European contributions to the field 
than traditional histories coming from the 
US, which it also covers.  The pages are well 
supplemented with photos and anecdotes that 
give greater life and depth to the topic.  The 
book was originally released in Polish in 2017.  
The 2021 English-language version being re-
viewed here was well translated, with the rare 
typographic error or unwieldy language (e.g., 
unfortunately among them, the book’s title).  
It is an easy and interesting read and strongly 
recommended for the bookshelves of all poly-
graph examiners, and an essential part of the 
literature holdings of polygraph schools.
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Zuzana Michalicova

Department of Applied Psychophysiology, Institute of Forensic Science of 
the Police Force, the Presidium of the Police Force of the Ministry of Interior 

of Slovak Republic

Author Note

We have no conflicts of interests to disclose.

Correspondence concerning this article should be addressed to Department of Applied Psychophysiology, Institute of 
Forensic Science of the Police Force, Ministry of Interior of Slovak Republic, Sklabinska 1, 812 72 Bratislava. Email: 
zuzana.michalicova@minv.sk

Abstract

The psychophysiological detection of deception in children and adolescents represents an even more 
controversial area of the already controversial viewpoint on the polygraph in the adult population. 
Although the development of lying in children itself is substantiated by developmental psychology, 
the opinions on the child’s position in the process of detection of deception and the final reliabili-
ty of the examination are not clear-cut. The insufficient research in this field is often pointed out, 
nevertheless. The institutions concerned do not create space for their implementation, and they 
often incorrectly argue on ethical aspects as an obstacle to conducting research. This paper aims to 
give a holistic picture of the psychophysiological detection of deception in children and adolescents 
together with all aspects, which may be involved in the psychophysiological examination, i.e., they 
affect it in any way possible. We pay attention to the cognitive skills and age specification; we re-
viewed the theoretical background and current situation. We would like to stimulate interest in any 
activity related to theory or practice. Regarding the research, we believe it is a matter of time when 
an increasing number of institutions concerned will consider - in specific cases - the involvement of 
children and adolescents in the investigation process through the detection of deception.

Keywords: Psychophysiological Detection of Deception, Children, Lie, Polygraph
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Psychophysiological Detection 
of Deception in Children and 

Adolescents

The history of lying is probably as long as hu-
man history itself. It exists as a part of our 
internal world. We do not know where it starts 
nor where it ends. However, we know that it 
helps us to “survive.” Lying, hiding of infor-
mation, falsifying of information, prettifying of 
information, or however we would like to call 
it, accompanies us from early childhood. We 
do not know who taught us to do that, but 
we soon realized that lying brings us certain 
benefits. 

Although society generally accepts lying, there 
are some situations in which lying is destruc-
tive from the point of view of the legitimate 
interests of other persons or the whole soci-
ety. The desire for justice and for rightful retri-
bution motivated people long before Christ to 
seek ways how they can prove which person 
is guilty of an offense, and impose a sentence 
on them. When people started to realize their 
limits in revealing the lie and they ceased to 
find their intuition dependable enough, they 
started to look for more scientific ways to find 
out whether the person is lying or, on the oth-
er hand, whether they can trust the testimo-
ny of the accused. While this new approach 
to detecting lies began to enjoy at least partial 
popularity, it had to be developed from its un-
scientific beginnings, through the first scien-
tific experiments, to current targeted scientific 
research. 

Psychophysiological detection of deception, 
commonly known as “lie detection”, is together 
with other forensic and psychological methods 
involved in uncovering the circumstances and 
causes of various forms of undesirable human 
behavior. The task of psychophysiological de-
tection of deception is simple, thus, to find 
out whether the person under investigation is 
telling the truth or not concerning the given 
verified act. Although it sounds really simple, 
the approach for the detection of deception is 
much more complex than the first glance may 
suggest. 

The continuous progress in the field of re-
search of the psychophysiological detection 
of deception has made the polygraph one of 

the methods that can verify the truthfulness 
of the examined person with high reliability 
and accuracy concerning a specific event. The 
scientific literature currently reports the mean 
decision accuracy to be over 90% (Nelson & 
Handler, 2013). This development has signifi-
cantly contributed to the fact that detection 
of deception has become an essential inves-
tigative tool in both the criminal and private 
sectors. Many state and federal institutions 
around the world have applied it to their in-
vestigative practice. 

The current state and knowledge in the field 
of psychophysiological detection of deception 
are almost entirely limited to adult test popu-
lation. Originally, methods of recording phys-
iological manifestations were used to look for 
signals that indicate a possible lie in adults. 
Only later did the discussion about the pos-
sibilities of use with children start. This is 
mainly related to the mentioned complexity of 
the examination, which presupposes and re-
quires the presence of a certain level of cogni-
tive capacity and mental maturity. Regarding 
cognitive maturity, the very question of lying 
comes to the fore in a psychophysiological ex-
amination. The youngest children have no or 
very little understanding of the nature of the 
lie itself (Piaget, 1948). To be able, at least on 
a theoretical level, to talk about the possibil-
ity of involving the child in this process, the 
prerequisites are: the achieved mental pro-
cesses at such a developmental stage which 
allow the use of cognitive functions to properly 
grasp the essence of a lie, or more precisely 
the truth; the ability to distinguish true infor-
mation from false information, and, the ability 
to separate reality from fantasy. Taking this 
aspect into account, together with other devel-
opmental factors, is one of the essential steps 
in assessing the subject’s suitability for this 
type of examination (APA, 2021). 

Development of Lying in Children

My son was about three years old when I first 
noticed he was lying. Despite being a psychol-
ogist, I was overcome by my inner uneasiness, 
and not very positive scenarios about how his 
social direction might develop emerged in my 
mind. I quickly reached for the most avail-
able information about lying in childhood and 
learned that lying in early childhood is a man-
ifestation of a child’s intelligence and devel-
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oping cognitive abilities. I accepted his new-
ly discovered ability as a necessary stage of 
development. Paul Ekman (1991) in his book 
Why Kids Lie said that although he has been 
dealing with the question of deception pro-
fessionally for twenty years, it was not easy 
to deal with it as a parent. Children can lie, 
and they can lie much earlier than we adults 
may think. According to Jean Piaget (1948), a 
Swiss psychologist who, in his theory of cogni-
tive development, elaborated the aspect of de-
ception in children. Piaget asserted that to the 
child`s mind, lies represent “a far graver and 
more pressing problem than do clumsiness 
or even such exceptional actions as stealing. 
This is due to the fact that the tendency to 
tell lies is a natural tendency, so spontaneous 
and universal that we can take it as an es-
sential part of the child´s egocentric thoughts” 
(p. 135). A common reason why lying in chil-
dren is generally considered to be a negative 
behavior is that it often occurs in connection 
with other unwanted or maladaptive behav-
ior. Stouthamer-Loeber (1986) and Stouth-
amer-Loeber and Loeber (1986) in their work 
specifically addressed the relationship be-
tween lying and antisocial behavior and other 
conduct problems in older children, from the 
fourth grade onwards (etc. thefts, fights, etc.). 
According to their findings, the prevalence of 
children lying did not increase with age. At the 
same time, their data did not show how lying 
relates to other problem behavior in terms of 
time. The question remains whether deception 
prevents behavior problems or whether it is 
just a necessary accompaniment to cover up 
such undesirable behavior. According to com-
prehensive and complex studies of Hartshorn 
and May (1928, as cited in  Burton, 1963), 
the consistency in this kind of behavior from 
one situation to another is caused by the sim-
ilarities between the situations and not by a 
consistent personality trait. According to this 
theory, the emphasis lies on the situational 
factors of development of the deceit, and the 
deception itself does not relate to the child’s 
character trait (Ekman, 1991). 

However, many studies consistently confirm 
that the initial emergence and development of 
childrens’ lie-telling is closely associated with 
their developing cognitive abilities (Evans & 
Lee, 2013; Talwar, 2018; Talwar & Crossman, 
2012; Talwar & Lee, 2008a). The fact of how 
children understand the meaning of lying and 

how the concept of deception itself changes 
with age, represent the significant role in dis-
cussing children’s lies.

Lying is commonly defined as a statement 
communicated with the intent to mislead 
another person into believing something to 
be true that the lie-teller believes to be false. 
That is, there is discrepancy between what is 
said by the lie-teller and what is known to be 
true (e.g., Ekman, 1991, 2009; Talwar & Lee, 
2008a). The aim is to get to the particular re-
sult by deceiving another person (Stern, 2018). 
At the same time, Stern (2018) mentions that 
an awareness of the falsehood of information, 
intentional deception, and unequivocal in-
tent are features of a true lie that distinguish 
it from other false statements. The first two 
features clearly distinguish a lie from mem-
ory errors and the third one distinguishes it 
from imaginary thoughts. The presence of all 
three features presupposes a relatively high 
level of mental development. At the same time, 
if we want to be a successful liar and effective-
ly inculcate a false statement in the mind of 
the recipient, we must control our expressive 
behavior. This behavioral control must be ex-
erted not only during the initial lie statement, 
but also throughout all related subsequent 
conversations about the topic (e.g., DePaulo 
& Jordan, 1982; Ekman, 2009; Talwar, 2018). 
Ekman (2009) differentiates two main tech-
niques of lying: concealing and falsifying. By 
concealing the person keeps some information 
to themselves without saying anything that is 
not true. By falsifying the person also presents 
false information as true. Lying is a relatively 
complex task that requires a sophisticated lev-
el of cognitive behavior (Talwar, 2018). 

The first scientific studies focused on the de-
velopment of lying began to appear at the turn 
of the twentieth century when Developmental 
Psychology was established. At that time, re-
garding the prevalence of lying in everyday life, 
society began to emphasize the promotion of 
veracity in children’s behavior and deception 
became a point of interest for parents, teach-
ers, and professionals, who worked with chil-
dren on a clinical or forensic basis. Despite 
the omnipresence of deception in everyday 
life, lying was considered a negative and even 
punishable behavior. In human interactions, it 
represented a loss of trust and credibility and 
posed an increased risk for the development of 
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antisocial behavior. Therefore, research focus-
ing on how this behavior arises and develops 
in children, and the factors that influence its 
manifestations as a social strategy began (Tal-
war, 2018).

The German psychologist William Stern 
(1871-1938) is one of the first leading figures, 
who in their work focused on the research of 
lying in children. Based on the studies of his 
three children, Stern and with his wife doc-
umented the nature and diversity of childish 
lies (Stern & Stern, 1999; Stern, 2018). Jean 
Piaget (1948) later systematically studied the 
manner in which children judge and evaluate 
lying. Following his lead, the little subsequent 
research that has been done on the develop-
ment of lying in children has focused primarily 
on understanding and evaluating the lies (Pe-
terson, Peterson & Seeto, 1983; Piaget, 1948; 
Siegal & Peterson, 1996; Strichartz & Burton, 
1990). Only later did studies begin to focus 
on the process of lying itself and the cogni-
tive abilities necessary for lie-telling behavior 
(Evans & Lee, 2013; Talwar, 2018; Talwar & 
Crossman, 2012; Talwar & Lee, 2008a).

According to Piaget’s theory, “the problem 
of lies is the clash of the egocentric attitude 
with the moral constraint of the adult” (Piag-
et, 1948, p.135). As part of his moral theories 
in the child’s development, he analyzed the 
child´s consciousness of lies, more precisely, 
the manner in which younger children judge 
and evaluate lying. Based on his observa-
tions and the statements of children up to 
six years of age, he defined a lie as “making 
a moral fault by means of language” (Piaget, 
1948). Between the ages of six and ten, chil-
dren see lies simply as something that is not 
true, making no distinction for unintentional 
errors of fact. Children between the ages of five 
and seven, who are more or less aware of the 
shade of difference between an intentional act 
and involuntary mistake, tended not to stress 
this distinction at all and called both types of 
statements a lie. The awareness of the inten-
tional nature of the act appears with the first 
“why” questions and this is around the age of 
three, although not to the same extent as in 
adults. The identification of error and decep-
tion disappears sometime around the age of 
eight, around the time as disappears the vast 
majority of the phenomenon of animism and 
artificialism, and also at the time of losing the 

other signs of inability to distinguish between 
the idea of the intentional act and involuntary 
behavior. In this period, intentional behavior 
and unintentional error are still not separated 
at the level of moral reasoning. Only at the age 
of ten or eleven - “any statement that is inten-
tionally false is a lie” (Piaget, 1948, p. 142). Ac-
cording to Piaget’s theory (1948), we would not 
find a clear form of this definition of deception 
before the age of 10 or 11.

Children’s conceptual and moral understand-
ing of deception increases with coming years, 
as the child improves the evaluation of the 
intentional component of the lie. Evidence of 
direct deception in children comes from obser-
vations and experimental studies. Many stud-
ies on children’s conceptual understanding of 
truth and deception followed Piaget’s work. In 
general, it has been shown that the recogni-
tion between telling the truth and lying ap-
pears in the early preschool years. Children 
under the age of four, and perhaps earlier, can 
lie (Ekman, 1991; Bussey 1992; Evans & Lee, 
2013; Newton, Reddy & Bull, 2000; Strichartz 
& Burton, 1990). Strichartz and Burton (1990) 
noted that a four-year-old child developed a 
set of qualities that define the concept of truth 
and deception. The child attributes the label 
“lies” to statements that do not match the 
facts, without added intention and belief sys-
tem. Bussey (1992) and Siegal and Peterson 
(1996) also noted that even a four-year-old 
child was able to successfully identify decep-
tion and evaluate the intention with which 
the lie was told (to protect or harm another 
person). According to some studies, some chil-
dren start to use deception as early as two 
years of age (Evans & Lee, 2013; Newton, Red-
dy & Bull, 2000; Wilson, Smith & Ross, 2003). 
Regarding the question of deception in young 
children, it is generally believed (Piaget, 1948; 
Stern, 2018; Strichartz & Burton, 1990) that 
the first lies in preschool children are errone-
ous or impulsive statements rather than truly 
deliberate cases of deception and intentional 
and conscious betrayal of the truth. It is diffi-
cult for a 3-year-old child to understand that 
giving false information can affect the beliefs 
of others and subsequently change their be-
havior (Sodian, 1991). According to Strichartz 
and Burton (1990), this does not mean that 
children at this age are unable to distinguish 
between the belief system and intention, but 
they do not consider them to be important 
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aspects of their definition of deception when 
compared to real facts. Only between the ages 
of 6 and 10, when assessing the veracity of in-
formation, do they start to emphasize the be-
lief system, and thus their purely fact-based 
trust begins to change. According to Stern (as 
cited in Piaget, 1948), until the ages of 7 to 
8, a child has systematic issues in adhering 
to the truth. Without actual lying due to the 
deception itself (e.g., without the intention of 
deceiving someone, and even without realizing 
what they are doing) they distort the reality 
according to their desires and fantasies. Chil-
dren’s ability to lie is significantly increased 
with age, and in middle childhood, children, 
as skilled liars, can control both their verbal 
and non-verbal behavior so that they are not 
easily detected. 

Experts and scientists who have dealt with 
deceptive behavior in children created the 
so-called experimental paradigm or tempta-
tion-resistance paradigm to analyze children’s 
abilities of spontaneous deception (Neville, 
2018; Sears, Rau & Alpert, 1965, as cited in 
Talwar, 2018; Wang & Wang, 2018). In the con-
trolled laboratory conditions, the child is al-
lowed to commit a transgression and was sub-
sequently asked questions about his behavior. 
A common modified version of this research 
in preschool children was that during a game 
where children were tasked with recognizing 
a toy based on a sound, they were instructed 
not to look at the toy when the experimenter 
suddenly had to leave the room. Upon their 
return, the experimenter asked them if they 
had looked at the toy. Studies using this par-
adigm have discovered similar developmental 
patterns in terms of telling lies to cover their 
transgression and their subsequent ability 
to maintain lying in the following statements 
(Talwar, 2018; Talwar & Lee, 2008a, 2008b). 
To better understand the age-related differ-
ences in the complexity and intricacy of decep-
tion in children, experts used this paradigm to 
closely examine cognitive factors, which were 
apparently closely related to concealment 
and deception. Recent empirical studies have 
found that parts of the complicated cognitive 
functions, which play a role in improving chil-
dren’s lies, are the theory of mind understand-
ing and executive functioning (Talwar, 2018; 
Talwar & Lee, 2008a).

Theory of mind understanding is general-
ly defined as the ability to attribute mental 

states to oneself and others and to recognize 
that the beliefs, desires, and intentions of 
others may differ from one`s own. A key con-
cept concerning deception is an understand-
ing of a false belief or an understanding that 
another person may have a false belief about 
the true state of events that is different from 
ours. A prerequisite for telling a successful lie 
is to have privileged knowledge of the state of 
the given event (e.g., whether we looked at a 
toy) to which the recipient of the lie does not 
have access (Talwar & Lee, 2008a). Research 
shows that while most of the 4-year-old chil-
dren understand that others may have false 
beliefs about the true state of events, many 
3-year-old children are unable to understand 
this and are therefore unable to lie deliberately 
(Sodian, 1991; Talwar & Lee, 2008a). Talwar 
(2018) in her research, which focused on the 
deception process itself, noted that most chil-
dren at the age of four lie willingly to cover up 
their transgression. Most of these early lies re-
flect the ability to represent a false belief that 
is different from the belief of an actual state 
or event. At this stage, however, children have 
difficulties with maintaining a lie. Their subse-
quent statement, which follows the initial false 
statement, tends to be inconsistent with the 
initial lie, and their lie can be therefore eas-
ily detected by an adult. The more developed 
awareness achieved at six to seven years of age 
has resulted in the successful maintenance of 
false denials and consistent responses to oth-
er questions that followed the initial lie. At this 
stage, children acquire the ability to maintain 
the credibility of the lie. The child’s ability to 
maintain consistency between their initial lie 
and subsequent verbal expression increases 
with age.

Executive functioning points to a group of psy-
chological processes with higher requirements 
that serve to monitor and control thoughts 
and actions. It includes cognitive functions 
including self-regulation, inhibitory control, 
planning, attention flexibility, and working 
memory (Talwar, 2018). These functions begin 
to appear in late infancy and develop during 
childhood. They are part of the decisive factors 
in the whole child’s learning process (Raver & 
Blair, 2016). The inhibitory control and work-
ing memory are also directly connected with 
deceptive behavior in children. The inhibito-
ry control refers to the ability to suppress or 
stop interfering thought processes and ac-
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tions, and to adapt behavior to a change in 
goal or plan (Anderson & Weaver, 2009). The 
working memory is a system for temporari-
ly holding and processing information in the 
mind in a controlled manner (Robert, Borel-
la, Fagot, Lecerf & Ribaupierre, 2009). When 
a child chooses to lie, they must suppress the 
truth while simultaneously representing and 
communicating false information that differs 
from reality to avoid detection. To maintain 
the lie, they must carefully suppress behavior 
that may contradict their false statement and 
at the same time keep in mind the content of 
their lie (Talwar, 2018; Talwar & Lee, 2008a). 
The findings of studies on the relationship 
between executive functioning and deception 
show that children have difficulties with de-
ception when they lack advanced skills in ex-
ecutive functioning, namely inhibitory control 
and working memory (Carlson,  Moses & Hix, 
1998; Talwar & Lee, 2018). 

The present empirical conclusions offer us a 
clear developmental picture of deception in 
childhood. The ability to tell lies begins to ap-
pear in children in the early preschool years 
and continues to develop into middle child-
hood. It undergoes a gradual progression, 
which can be divided into three stages of de-
velopment of deception (Talwar & Lee, 2008a, 
2008b). We talk about a “primary lie” in the 
period of 2 to 3 years when children can de-
liberately make false statements for the first 
time. In these cases, it is not entirely clear 
whether it is a word play, the fulfillment of 
hidden desires, or self-protection, but accord-
ing to available information, children at this 
age have not created a real concept of lies yet 
and lies at this stage do not represent con-
scious and purposeful lies in the true sense 
of the word (Piaget, 1948; Stern, 2018; Strich-
artz & Burton, 1990; Talwar & Lee, 2008b). 
The second stage, a “secondary lie,” points to 
a significant cognitive shift, which takes place 
in the third and fourth year of age. By the age 
of four, most children can tell a lie to conceal 
their transgression. However, their cognitive 
abilities are not developed enough to control 
semantic leaks, their further statements are 
not consistent with the initial lie, and they are 
therefore quite easy to detect. The third stage, 
the “tertiary lie,” emerges around the seventh 
or eighth year of age. At this stage, children 
gradually become increasingly sophisticated 
in controlling semantic leaks. They know how 

to say a deliberate lie and at the same time 
make sure that their other statements do not 
contradict the initial false statement (Talwar & 
Lee, 2008a, 2008b).

Empirical Basis of Psychophysiological De-
tection of Deception in Children and Ado-
lescents

The first research focused on the detection 
of deception in the child population was con-
ducted in a group of juvenile delinquents 
(Lyon, 1936; Rourke & Kubis, 1948). Based 
on the available information, it was initially an 
overall detection of deception in children un-
der eighteen, but without further specification 
regarding the precise age and developmental 
level of the child. The aim was to help clar-
ify criminal activities in adolescents. These 
initial studies were conducted in the form of 
simple physiological experiments, where only 
some physiological channels were used alone 
or in combination to detect lies. The research-
ers worked with basic physiological levels, the 
reliability of which was confirmed in studies 
focused on the detection of deception with an 
adult sample. 

The initial recorded study, which focused on 
the detection of deception in the under-eigh-
teen age group, for its purpose used contin-
uous relative blood pressure and respiration 
recording at the same time. In 1935, at the 
Institute for Juvenile Research in Chicago, 
Verne Lyon examined suspected deception in 
100 cases, which were recommended by the 
Juvenile Courts of Chicago (Lyon, 1936). The 
average age of selected delinquents was 15 
years. The purpose was to facilitate the court’s 
decision through an examination of physio-
logical reactions to critical questions. The ob-
tained results suggested that the examined 
persons may be separated into three groups:

1. Clean physiological records indicat-
ing presumptive innocence of the subject 
(20%)

2. Disturbed physiological records fol-
lowed by confession (33%)

3. Disturbed physiological records with-
out admissions of guilt (47%).

The first two groups performed slightly better 
than the third group, with more than 50% of 
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the conclusions supporting the court’s deci-
sion. The findings confirmed that deception 
can be detected in children under the age of 
eighteen. 

Another of the first studies, which dealt with 
some selected aspects of psychophysiological 
problems in children, was the study performed 
in the 1940s in New York by Rourke and Kubis 
(1948) on 80 delinquent boys. According to the 
records, the aim of their study was to 1) de-
termine the conditions under which the psy-
chogalvanic response (PGR, now known as the 
electrodermal response or EDR) is a reliable 
tool for detecting deception, and 2) whether 
delinquent boys are less subject to detection 
of lying than their non-delinquent peers. Com-
parative analysis using one physiological re-
cord, two records, and more than two records 
found that the reliability score was low when 
the stimulus was presented once, significantly 
above the average of chance when the stimu-
lus was presented twice and was 97% accu-
rate when the stimulus was presented more 
than twice. Regarding the second goal, the 
reliability score was not significantly higher 
in non-delinquent boys. Therefore, the study 
shows that when obtaining a sufficient num-
ber of records, namely more than two records 
by an experienced specialist, PGR is an ex-
ceptionally reliable indicator of deception. At 
the same time, the difference in detecting lies 
in delinquents and non-delinquent peers was 
not confirmed (Rourke & Kubis, 1948). There-
fore, we can assume that the results may be 
even more accurate if we use all physiological 
channels of polygraph instrument during the 
detection of deception. 

From June 1964 to December 1970, the  
Macomb County Sheriff’s Department in  
Michigan used a polygraph within their de-
partment and some of the investigated per-
sons were adolescents under the age of eigh-
teen, which underwent the examination due 
to several reasons. Most of them participated 
in sexual assaults. The group of adolescents 
consisted of 29 children from 11 to 17 years. 
Twenty-six of them were women, most of 
whom had a confirmatory test, and three men, 
who appeared to be mostly suspects. Based on 
the results, the presumed statement was con-
firmed in 15 of them, 13 of them were untrue 
and in one person, due to mental disability, an 
ambiguous result was recorded. All the adult 

men assessed, who were under suspicion and 
assessed, showed the same results as the 
women in the applicant’s position, so the ex-
amination was supplemented by a confirmato-
ry test. Although exact statistical percentages 
are not given, the use of the polygraph in chil-
dren in this department appears to have been 
successful (as cited in Adang, 1995). 

More specific findings regarding the age and 
reliability of recording of deception came in 
1969 with Voronin, Konovalov and Serikov 
(as cited in Adang, 1995), who tested children 
aged six up to adults to determine whether a 
memorized object (numerical card) could be 
detected. By recording skin resistance as the 
only physiological channel, the researchers 
could not correctly identify a single object in 
6- to 7-year-old children, and only 12% in 8- 
to 12-year-old children were correctly identi-
fied. In the 14-to 16-year-old group, 53% were 
detected, and in the 18- to 30-year-old group, 
the accuracy was up to 87%. However, the fi-
nal score in the groups with younger children 
was significantly lower than the score of the 
older population (Craig, 1997). Based on these 
results, Voronin with his colleagues noted that 
in children older than 14, the reliability of the 
detection of deception increases above the lev-
el of coincidence. Under this age limit, the reli-
ability is low due to several reasons. 

In 1970, based on a similar principle, Lieblich 
(1971) gave information detection tasks to 3- 
to 4-year-old Israeli children. The task was 
similar to the Guilty Knowledge Test (GKT), 
which is used in the standard polygraph prac-
tice. In this case, skin resistance was also the 
only physiological criterion recorded during 
the test. Basically, it was an operational rep-
lication of the study performed in an adult 
sample two years earlier (Lieblich, 1969). Re-
garding the differences between children and 
adults from the point of view of development, 
Lieblich’s study aimed to find out whether the 
structure of recorded physiological reactions 
in adults also applies to the younger popula-
tion and whether the relationships between 
individual physiological functions change with 
age. Twenty-six children, aged 3 and 4, partic-
ipated in the Lieblich research. He presented 
six different stimulus sequences to each child. 
The stimuli were the names known to the sub-
ject, the names less known to the subject, and 
the unknown names, which the investigator 
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obtained from interviews with the family mem-
bers of the examined child prior to the testing 
itself. The order of the presented stimuli in the 
individual sequences rotated. Lieblich not-
ed that the final values, using similar phys-
iological criteria as in the adult population, 
were similar to the values obtained based on 
chance (1:6). The study also shown that the 
physiological index in children carries a lower 
amount of information than in adults. How-
ever, it was not possible to clearly determine 
whether this difference results from accidental 
disruptive influences, lack of attention, or low 
differentiation in the presented stimuli.

The conclusion of Lieblich’s study, that the 
psychophysiological mechanisms necessary 
to detect lies, seem to work in children and 
can be used in the same way as in the adult 
sample. 

One of the first research studies consistent 
with the standard practice of the polygraph in 
the investigation process and which included 
the children’s population was performed by 
Abrams (Abrams, 1975). His research aimed 
to determine the accuracy of the polygraph in 
children. There were eight children each select-
ed by their teachers from grades four through 
eight, inclusive. Their ages were from 9 to 13. 
However, only 37 children in total participated 
in the research, while in the 11-year-old group 
only six children were examined, and in the 
12-year-old group, there were only seven chil-
dren. The division into experimental and con-
trol groups was random. During the research, 
each child received a package of Life Savers 
sweets with a wild cherry flavor wrapped in 
a red package. For his research purposes, 
Abrams used a test known in the polygraph 
community as the Peak of Tension - Known 
Solution Test. He performed three tests, each 
repeated twice, and each consisted of five 
items. In the first test, the examiner asked 
whether the child received a pencil, gum, Life 
Savers, money, or licorice stick. In the second 
test, the examiner asked that if they received 
Life Savers, whether it was packed in a green, 
blue, red, yellow, or white package. In the third 
test, the examiner asked that if they received 
Life Savers, whether it was: orange, pepper-
mint, cherry, lemon, or grape flavored. Each 
test was evaluated by a specialist and another 
independent, blind evaluator. The overall ac-
curacy of decisions was 77%. The average ac-

curacy for individual categories was 69% for 
9-year-old children, for 10-year-old children it 
was 57%, for 11-year-old children it was 83%, 
for 12-year-old children it was 96%, and the 
accuracy for 13-year-old children was 94%. 

Based on his study, Abrams concluded that 
the accuracy of detection of deception in chil-
dren starts by the 6th grade - or in 11-year-
old children with average intelligence. Abrams 
proposed is necessary to be cautious under 
the age of 11. 

In another study, Abrams and Weinstein 
(1974) included 16 retardates divided into 
four different IQ levels (IQ < 50, IQ: 50-64, IQ: 
65-69, IQ: 70-75).  According to the findings, 
for those with IQ lower than 69, the accura-
cy dropped to a point below chance. In the IQ 
range between 65 and 75 the examiners were 
able to determine accurately which subjects 
gave a truthful response, but lying could be 
detected only at a chance level. An adult with 
an IQ of 75 would have a mental age of ap-
proximately 11 years. Based on these results 
it might be assumed that the polygraph could 
not be employed validly with a child at 11 
years and less. 

In 1996, Bradley et al. (as cited in Craig, 1997) 
using GKT assessed the second grade and 
sixth grade children. Similarly, to the previ-
ous studies, this research also used skin re-
sistance for the detection of guilt or innocence 
of the child. The accuracy varied from 82% to 
88% and without any influence on the age. 
However, Bradley noted that gender influenced 
the correct detection of information when girls 
were detected more often than boys. His study 
took into consideration also the developmen-
tal differences from the point of view of cogni-
tive and other differences of children from the 
adults.

Ronald Craig (1997), who works as a profes-
sor of psychology at the Edinboro University in 
Pennsylvania, as part of his dissertation, per-
formed research to determine whether a poly-
graph could be used with some success for the 
detection of deception in the adolescent pop-
ulation. It was an experiment that was per-
formed in the form of a mock crime following 
the current standards of psychophysiological 
practice. The research involved 84 juveniles, 
aged 9 to 15 years, with 12 children - 6 boys 
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and 6 girls - in each age category. Each child 
who took part in the research received $10 in 
cash and a $3 cinema ticket as compensation. 
The task of the participants of the experiment 
was to complete the workbook, specially cre-
ated for this purpose, before the testing itself. 
Children were randomly assigned to one of the 
groups so that the same number of children 
of each age group and gender were between 
truthful and deceptive. The task of the chil-
dren in the guilty group was to tear the last 
page out of the workbook, hide it in their pock-
et and deny to the specialist that they tore the 
page out of the workbook. The innocent group 
was given a workbook with a pre-torn page. 
They were told that someone had torn the 
page in advance and their job was to convince 
the specialist of their innocence. A $3 ticket 
to the cinema was to serve as their motivation 
in case they managed to convince the special-
ist that they had not ripped the page out of 
the workbook. For the detection of deception 
a variation of the Comparison Question Test 
(CQT) with Directed Lies (DLT) was used. The 
test format included 11 questions, three of 
which concerned the torn-out page. Based on 
the results, it was possible to correctly identify 
72.6% of cases as truthful or untruthful. How-
ever, better results were recorded in the inno-
cent group, where up to 37 children (88.1%) 
out of a total of 42 truthful participants were 
correctly detected. Decision accuracy for the 
guilty group was significantly lower. Of the 42 
children, 24 children (57.1%) were detected. 

Current State of Psychophysiological De-
tection of Deception in Children and Ado-
lescents

Testing of children is not prohibited in the 
field of detection of deception, but it is par-
tially regulated, and the psychophysiological 
community worldwide follows the standards 
of APA (2021), which sets the conditions for 
testing and the suitability of the examinee for 
an examination. A uniform and binding min-
imum age for conducting examinations in the 
children’s population, on which most special-
ists would agree, has not been established in 
the field of psychophysiological detection of 
deception. Based on the data gained from the 
survey performed by Adang (1994), the lowest 
age limit accepted for the use of the polygraph 
among specialists ranged from 6 to 16 years, 
with a significant difference in the number of 

tested children, from 4 to 300 tested adoles-
cents by individual specialists. Already at that 
time, however, the initial emphasis in assess-
ing suitability, even in lower age categories, 
was laid on the overall maturity, level of devel-
opment, and intelligence of the child (Adang, 
1994). According to data from Craig and Mold-
er’s (2003) research, as many as 74.3% of re-
spondents stated that they had tested at least 
one adolescent under the age of 16, while the 
minimum recorded age of the person tested 
was 7 years. According to the respondents, the 
average minimum age suitable for performing 
a psychophysiological examination was at the 
level of 12.84 years, with standard deviation 
of 1.79. Emerick and Dutton (1993) suggest 
a specific age criterion of 13 years for the use 
of the polygraph in a group of “high-risk” sex-
ual offenders. Currently, most programs that 
apply Post Conviction Sex Offender Testing 
(PCSOT) to juvenile sex offenders set an age 
limit for testing of 14 years or older, as well as 
a minimum functional maturity of 12 years. 
A child under the age of 14 can be assessed 
in cases where the multidisciplinary team de-
cides that the results will be clinically useful 
and at the same time the minimum function-
al maturity limit is observed (Colorado Sex 
Offender Management Board, 2020; Oregon 
Youth Authority, 2016). Until recently, there 
had been a general consensus based on both 
research and practical application that men-
tal abilities at the minimum level of an 11- to 
12-year-old child are sufficient to perform a 
valid psychophysiological examination.  

However, the updated standards of the APA 
(2021) makes no mention of age in terms of 
suitability for polygraph examination. “Possess 
a basic understanding of right from wrong, 
and the difference between truth and lies, as 
demonstrated by an ability to verbalize poten-
tial reasons for being honest or dishonest, and 
the potential rewards or consequences for dis-
honesty or truthfulness” is stated as one of the 
minimal requirements of examinee suitability 
related to developmental issues (APA, 2021, p. 
106). Because there is no published research 
suggesting that any of developmental issues 
will result in erroneous examination results, 
APA (2021) including ethical, professional, 
and empirical practices suggests that the ap-
plication of normative data and normative in-
terpretation rules to persons whose functional 
characteristics are outside the normal range 
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should be regarded with caution.  

The process of assessing the suitability of the 
examinee for the examination often involves 
the individual circumstances of the case and 
often the moral or ethical stance of the special-
ist whether or not to perform an examination. 
In Craig and Molder’s (2003) research based on 
feedback, 13.6% of respondents stated moral 
developmental limitations as the greatest lim-
itation in testing children and 1.4% stated an 
ethical or personal prohibition. After all, ac-
cording to American Association of Police Po-
lygraphers (AAPP, 2001), the specialist is the 
ultimate authority in deciding the reliability of 
a given polygraph test in the adolescent popu-
lation. The ASTM Standard Guide for PDD ex-
aminations (ASTM, 2000) similarly states that 
the specialists themselves should ensure that 
the examined person is competent to undergo 
the test to the extent applicable to the law. 

Factors Interfering with the Psychophysio-
logical Detection of Deception in Children 
and Adolescents

Since the origin of psychophysiological detec-
tion of deception as a scientifically based meth-
od, little scientific research has been conduct-
ed on the age group under 18 years (Abrams, 
1975, Craig, 1997; Lieblich, 1971; Rourke & 
Kubis, 1948). There are several reasons for 
this. One of the crucial factors that interferes 
with the possibility of using psychophysiolog-
ical detection of deception in children in the 
research area is the moral aspect and related 
ethical matters that question the detection of 
deception, its validity, and the need for using 
it in the child population (Chaffin, 2011). 

Naturally, each profession is based on ethical 
principles. The ethical code is one of the first 
documents of each functional structure and 
organization. However, special, and increased 

attention is paid to the ethical side and moral 
norms when it comes to the interests of the 
vulnerable and the weak, thus most especially 
the youngest - children. Chaffin (2011) speci-
fies the vulnerability of this group not only be-
cause of their dependence, but also because of 
their greater susceptibility to abuse, intimida-
tion, pressure, and intrusion into their basic 
human dignity. Children or adolescents come 
to the forefront of psychophysiological detec-
tion of deception especially when they take 
part in criminal investigation processes and 
when they function as a victim, witness, or 
offender.1 The right to a fair trial is a funda-
mental pillar of a democratic society. Children 
suspected or accused of a crime also have the 
right to a fair trial and have the same guar-
antees as any other person who is accused 
of breaking the law. The guarantees of a fair 
trial apply from the first interrogation of the 
child and last through the trial witnesses (Eu-
ropean Union Agency for Fundamental Rights, 
2015). The task of detection of deception in 
children as well as in adults is to verify their 
truthfulness concerning the given investigat-
ed criminal offense. In these cases, detection 
of deception becomes an auxiliary tool in the 
whole criminal justice process, and therefore 
it is necessary to respect all the rights of the 
child in the context of the justice system. This 
wording primarily refers to the rights of chil-
dren and adolescents accused, prosecuted, or 
imprisoned for crimes, as well as children who 
participate in criminal or non-criminal pro-
ceedings as victims and/or witnesses (Euro-
pean Union Agency for Fundamental Rights, 
2015). EU law deals with the protection of 
child victims and witnesses. The Directive on 
the Rights of Victims 2012/29/EU specifical-
ly states that the main focus is on their best 
interest, which is assessed individually. In ad-
dition to this, a child-centered approach must 
prevail, considering the child´s age, maturity, 
views, needs, and concerns (European Union 

1For the purposes of psychophysiological detection of deception, a child is a human being under the age of 18, as regulated by 
the Criminal Code of the Slovak Republic, Article 127(1) of Act no. 300/2005 Coll. and at the same time from an international 
point of view, as set out in Article 1 of the UN Convention on the Rights of the Child (CRC). Pursuant to Article 94(1) of Act no. 
300/2005 Coll., an adolescent is considered a person who at the time of the commission of the crime has reached the age of 
14 and has not exceeded the age of eighteen.
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Agency for Fundamental Rights, 2015). As 
the child represents a particularly vulnerable 
category, the individual criminal and judicial 
procedures are subject to special laws and are 
characterized by specific particularities which 
are conditioned by children’s individual char-
acteristics and the state of their mind (Briat-
kova, 2020). Article 135 of the Criminal Code 
No. 301/2005 Coll. regulates the position of 
children or adolescents in legal proceedings 
and special conditions of interrogation in the 
territory of the Slovak Republic.

Regarding these facts, the problem referred 
to by several institutions is the possible ef-
fectiveness of the use of the results of psy-
chophysiological detection of deception so 
that the interests of the child are not harmed 
(Chaffin, 2011). The United Nations Conven-
tion on the Rights of the Child (CRC), Part I, 
Article 3 (2007) states that “the best interests 
of the child shall be a primary consideration 
in all actions concerning children, whether 
undertaken by public or private social welfare 
institutions, courts of law, administrative au-
thorities or legislative bodies”. From an ethical 
point of view, the Convention on the Rights 
of the Child (Part I, Art. 40) also sets out the 
basic principles for the treatment of children 
who violate the law. 

Another useful aspect to consider when using 
psychophysiological detection of deception in 
children and adolescents is the minimum age 
of criminal liability. However, reports submit-
ted by States which are Parties of the Con-
vention (CRC, 2007) indicate a wide range of 
minimum ages of criminal responsibility. They 
range from a very young age of 7 or 8 years 
to a later age of 14 or 16 years. Some States 
which are Parties of the Convention, use two 
minimum ages of criminal responsibility. Chil-
dren who break the law, who are at or above 
the lowest minimum age but below the higher 
minimum age, are considered criminally liable 
only if they have the required maturity in this 
regard. An assessment of this maturity should 
be provided by a forensic clinical psychologist. 
However, the Convention states that this often 
happens without the involvement of a psycho-
logical expert, and in practice, this may result 
in considering a low minimum age in cases of 
serious crimes and the subsequent applica-
tion of discriminatory practices. In Slovakia, 
the criminal liability of adolescents is regulat-

ed by Article 22 of Act 300/2005 Coll. in the 
following words: “Who did not reach the age 
of 14 at the time of committing the crime is 
not criminally liable.” The age limit for sexual 
offenses is 15 years. 

A frequently discussed problem in actual in-
vestigative and research practice in children 
and, at the same time, the most common ar-
gument against the use of the polygraph in 
children are the cognitive abilities of the child. 
Adequate cognitive abilities of the child are 
mentioned in most experimental and non-ex-
perimental studies in order to deduce the low-
est age of the examined person so that suf-
ficient validity of the method is proven (e.g., 
Adang, 1994; Craig & Molder, 2003). Based 
on the anonymous survey made by Craig and 
Molder (2003), in which 101 polygraph exam-
iners participated, insufficient cognitive abili-
ties have become the most common concern 
as to why psychophysiological examinations 
may be ineffective and unreliable in the child 
population.

The basic condition for the detection of de-
ception is for the examinee to know and un-
derstand the difference between reality and 
fantasy, facts and fiction, lies and truth. As 
cognitive abilities in children develop and 
deepen, so does the perception, recognition, 
and use of lies in everyday situations. The 
process of deception implies the use of compli-
cated cognitive functions (Talwar, 2018). Ac-
cording to the available literature, the level of 
cognitive maturity required for the evaluation 
of a lie in the perception of an adult reaches its 
maturity around the age of ten (Piaget, 1948; 
Talwar, 2018). 

Given all the factors that can influence psy-
chophysiological examinations, it is appropri-
ate to ask the questions of whether, to what 
extent, at what age, and in what cases is it, 
therefore, necessary to involve the child in the 
investigation process of detection of deception. 

According to Adang (1995), the most common 
reasons for a child to undergo a psychophys-
iological examination is the increasing num-
ber of sexual offenses and the associated fact 
that the embarrassment of reporting these 
crimes are not covered up as they have been 
in the past. This argument partially stems 
from the fact that special attention is paid to 
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sexual offenses abroad and many, not only 
American states but also European countries, 
have special post-conviction sexual offenders’ 
treatment programs, not only for adults but 
also for adolescents (Colorado Sex Offender 
Management Board, 2020; Emerick & Dut-
ton, 1993; Oregon Youth Authority, 2016). To 
further highlight the detection of deception 
in children, Adang (1995) mentions a large 
number of false allegations made by victims, 
which include false allegations made by chil-
dren. The third and most important reason is 
simply the importance of revealing the truth, 
regardless of age. 

Special Areas of Psychophysiological De-
tection of Deception in Children and Ado-
lescents

A special category of detection of deception 
abroad is represented by adolescent sex of-
fenders, where detection of deception is used 
as part of treatment, prevention, and supervi-
sion programs. These programs were adopted 
for a group of adolescents and derived from 
programs for adult sexual offenders, known 
as “Post-Conviction Sexual Offender Testing”. 
The task of PCSOT is to confirm or ascertain 
the history of sexual assaults, to assist in re-
solving controversial or unclear aspects of the 
case, and to monitor an offender´s compli-
ance with probation and treatment contracts 
(Emerick & Dutton, 1993). Proponents of PC-
SOT argue that polygraphy assists in over-
coming denial, results in better background 
information about offenders, provides import-
ant risk assessment information and helps to 
monitor adherence to supervision conditions 
(Grubin, Kamenskov, Dwyer & Stephenson, 
2019). The offender undergoes a psychophys-
iological examination only after a verdict has 
been pronounced, as part of the therapeutic 
process. Studies that monitored the behavior 
of sex offenders showed results in the form of 
an increased number of confessions and ad-
mitted incidents regarding the sexual history 
among offenders who underwent polygraph 
(Hidman & Peters, 2001). In England, as part 
of the PCSOT research, a trial test of sexual 
offenders took place in 2003-2005, which was 
assessed as helpful in 90% of cases (Grubin, 
n.d.). Mandatory testing of high-risk sex of-
fenders released on parole was launched in 
2014. Some Police Forces tested sex offend-
ers recorded in a register on a voluntary basis 
(Grubin, Kamenskov, Dwyer & Stephenson, 
2019). However, the use of detection of decep-
tion in a group of adolescent sex offenders has 
been widely criticized, even though in the USA 

in 1992-2002, according to surveys, up to 
70% of PCSOT programs used polygraphs and 
pointed to it as an effective prevention tool (Mc-
Grath, Cumming, Hoke & Bonn-Miller, 2007). 
It is currently estimated that nearly half of the 
programs focused on the treatment of ado-
lescent sex offenders across the USA use the 
polygraph in the therapeutic and treatment 
process (Jensen, Shafer, Roby & Roby, 2014). 
Strong opposition to the use of polygraphs in 
programs for adolescent sexual offenders rep-
resents the view of members of the Association 
for the Treatment of Sexual Abusers (ATSA). 
Its 2017 standards radically opposed the use 
of the polygraph in the treatment process (Lee, 
Lemaster, Hanlin & Johnson, n.d.). Their con-
cerns are, primarily, the lack of research and 
related questions of validity and reliability that 
would support the use of the polygraph in ad-
olescents (Chaffin, 2011; Rosky, 2015). Ethi-
cal aspects are another factor on which oppo-
nents base their critical arguments (Grubin, 
Kamenskov, Dwyer & Stephenson, 2019). To 
prevent any manipulation, non-professional 
performance, or psychological harm to the ad-
olescent, a psychophysiological examination 
of adolescent sex offenders who are part of the 
treatment program shall follow the labor stan-
dards set by the country and adapted to the 
adolescent group. The specialist-psychophysi-
ologist is part of a multidisciplinary team and 
is subject to relevant professional and ethical 
standards (Colorado Department of Public 
Safety, 2020; Oregon Youth Authority, 2016). 
Taking the criticism into account, the existing 
data conclude that as long as the principles of 
psychophysiological testing are respected and 
adhered to, together with a sensitive approach 
to the offender, the polygraph acts as a sup-
portive tool in treatment and surveillance not 
only in adult sex offenders (Grubin & Madsen, 
2006) but also in adolescent delinquents (Gru-
bin, Kamenskov, Dwyer & Stephenson, 2019; 
Hidman & Peters, 2001; Jensen, Shafer, Roby 
& Roby, 2014). 

Psychophysiological Examination of Chil-
dren and Adolescents in the Slovak Repub-
lic

In the Slovak Republic, testing children under 
18 is not a standard routine. According to the 
internal records, since the foundation of the 
Department of Applied Psychophysiology in 
the Institute of Forensic Science of the Police 
Force in 1998, which comes under the compe-
tence of the Ministry of Interior of the Slovak 
Republic, there were nine children under 18 
years of age, three girls and six boys, tested 
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by polygraph. The minimum recorded age was 
14 years. More specifically, three tested ado-
lescents were 14 years old, one was 15 years 
old, one was 16 years old, and four were 17 
years old. The adolescents were witnesses or 
suspects of a specific crime. Two were the ag-
grieved persons in the examined cases. These 
were mainly violent crimes, crimes of a sexual 
nature, the crime of extortion, and restrictions 
of personal liberty. There were no obstacles on 
the part of the specialists that would prevent 
the psychophysiological examination of mi-
nors: cognitive abilities were sufficient to per-
form the test and appropriate to the age level. 
Based on the standard working procedure, a 
clear conclusion of the psychophysiological 
examination was determined in seven cases 
(truthful or deceptive) and in two cases the 
testing was terminated with an inconclusive 
result. In the investigated cases, 14 tests were 
performed in total (some adolescents were 
tested more than once), of which seven tests 
were concluded with deception indicated, the 
results of four tests were non-deception indi-
cated, and in three cases the test result was 
inconclusive. Three of the five adolescents who 
were deceptive in the post-test part of the ex-
amination admitted certain information con-
cerning the investigated act which they had 
concealed in the pre-test of the examination. 
One person did not provide any additional in-
formation and insisted on their original state-
ment, and one person was not informed about 
the results due to operational and technical 
reasons. 

Conclusion

Although children, or more precisely adoles-
cents represent a minimal percentage of the 
total number of examined persons, psycho-
physiological detection of deception in this 
area also represents an opportunity to help 
direct the investigation and, in an ideal state, 
to contribute to increasing the clearing rate of 
underage delinquency. However, it is still true 
that from the point of view of the judicial sys-
tem in the Slovak Republic, the conclusions 
of psychophysiological examinations cannot 
be used as direct evidence in court, but it is 
also true that they can be considered as fo-

rensic-technical means that can help to di-
rect investigations in searching, finding, and 
taking of evidence, or more precisely they can 
help to confirm or disprove the facts found in 
the investigation process (Criminal Code of 
the Slovak Republic, Article 119(3) of Act no. 
301/2005 Coll).  

From initial attempts to detect lies using phys-
iological functions, through the promotion of 
psychophysiological detection of deception to 
the scientific level, its application in judicial, 
criminal, police practice, and other social, se-
curity, and political areas of life, to the current 
state, the examination by a “lie detector” has al-
ways been a controversial topic and it is still so 
today. We do not anticipate significant chang-
es in this established trend. Humans project 
internal fears, suppressed fear, secret desires, 
personal, and mediated experience into their 
beliefs. At a more intellectual level, they de-
fend themselves with insufficient reliability, 
inconclusive data, insufficient research. From 
the point of view of human nature, we cannot 
avoid some of them, but we can change some 
of them with a sober view of the current scien-
tific knowledge and we can contribute to some 
of them by our own initiative in terms of our 
scope of authority. Real use in practice is con-
ditioned by scientific research and empirical 
data. The field of research, especially the one 
concerning the position of children and ado-
lescents in the psychophysiological examina-
tion, is generally underdeveloped in the poly-
graph community. The fact that research in 
this area is in general ethically limited contrib-
utes to this; in addition, children and adoles-
cents represent a special group that both for-
mally and procedurally require a specific and 
sensitive approach, preparation, and cooper-
ation with several institutions and experts. In 
order not to find ourselves in a vicious cycle, 
it is necessary to look for ways of adhering to 
professional psychophysiological standards, 
following our moral beliefs, be concerned at 
the ethical level, and by ensuring an adequate 
safe environment for the underage examinee. 
These considerations can help us contribute 
to the issue and broaden the boundaries of 
psychophysiological detection of deception in 
children.



16

Michalicova

Polygraph & Forensic Credibility Assessment, 2022, 51 (1)

References

Act 300/2005 Coll. Criminal Code of the Slovak Republic. [Electronic version] [cit. 2021-7-10]. 
Retrieved from http://www.zakonypreludi.sk/zz/2005-300. 

Act 301/2005 Coll. Code of Criminal Procedure of the Slovak Republic. [Electronic version] [cit. 
2021-7-10]. Retrieved from http://www.slov-lex/pravne-predpisy/SK/ZZ/2005- /301/. 

Abrams, S. (1975). The validity of polygraph technique with children. Journal of Police Science and 
Administration, 3(3), 310-311. © 1975 by Northwestern University School of Law. 

Abrams, S., and Weinstein, E. (1974). The validity of the polygraph with retardates. Journal of Police 
Science and Administration, 2(1), 11- 14. 

Adang, S.R. (1995). The use of the polygraph with children. Polygraph, 24(4), 259-274. 

American Association of Police Polygraphists (2001). AAPP Standards and Principles. [Electronic 
version] Retrieved from http://www.americanassociationofpolicepolygraphists.org.

American Polygraph Association. (2021). Model policy for the evaluation of examinee suitability for 
polygraph testing. [Electronic version] Retrieved from http://www.polygraph.org.

American Society for Testing and Materials. (2000). [Electronic version] Retrieved from http://www.
astm.org. doi: 10.1520/E2063-12R17.

Anderson, M.C., and Weaver, C. (2009). Inhibitory control over action and memory. Encyclopedia of 
Neurosience.153-163. doi: 10.1016/B978-008045046-9.00421-6.

Briatkova, M. (2020). Interrogation of a child in criminal proceedings [Výsluch die’a’a v trestnom 
konaní]. Projustice. Scientific Journal for Law and Security Science [Vedecko codborný 
časopis pre právo a bezpečnostné vedy]. Retrieved from http://www.projustice.sk. 

Burton, R. V. (1963). Generality of honesty reconsidered. Psychological Review, 70(6), 481-499. doi: 
10.1037/h0047594. 

Bussey, K. (1992). Lying and truthfulness: Children´s definitions, standards and evaluative 
reactions. Child Development, 63(2), 129-137. Retrieved from http://www.jstor.org. doi: 
10.2307/1130907. 

Carlson, S.M., Moses, L.J., and Hix, H.R. (1998). The role of inhibitory processes in young children’s 
difficulties with deception and false belief. Child Development, 69(3), 672-691. doi: 10.1111/
j.1467-8624.1998.tb06236.x.

Chaffin, M. (2011). The case of juvenile polygraphy as a clinical ethics dilemma. Sexual Abuse: A 
Journal of Research and Treatment, 23(3), 314–328. Retrieved from http://www.sagepub.
com/journalsPermissions.nav. doi: 10.1177/1079063210382046. 

Colorado Sex Offender Management Board (2020). Standards and guidelines for the evaluation, 
assessment, treatment and supervision of juveniles who have committed sexual offenses. 
[Electronic version] Colorado Department of Public Safety, August 2020. Retrieved from 
http://www.colorado.gov/dc. 

Craig, R.A. (1997). The Use of Physiological Measures to Detect Deception in Juveniles. Draft of the 
dissertation work. Edinboro University of Pennsylvania, p. 65. Available from the author.



17

Psychophysiological Detection of Deception in Children

Polygraph & Forensic Credibility Assessment, 2022, 51 (1)

Craig, R.A., and Molder, C. (2003). The use of law enforcement polygraph tests with juveniles. The 
Journal of Credibility Assessment and Witness Psychology, 4(1), 63-74.  

DePaulo, B.M., and Jordan, A. (1982). Age changes in deceiving and detecting deceit. Development of 
Nonverbal Behavior in Children. Feldman, R.S. (ed.) New York : Springer Science + Business 
Media. 151-180. doi: 10.1007/978-1-4757-1761-7_6. 

Ekman, P. (1991). Why kids lie. How parents can encourage truthfulness. Middlesex, England : A 
Penguin Books. pp. 212. ISBN: 978-0-14-014322-5.

Ekman, P. (2009). Telling lies: Clues to deceit in the marketplace, politics, marriage. W.W. Norton & 
Compnany. p. 416. ISBN: 0393337456.

Emerick, R.L., and Dutton, W.A. (1993). The effect of polygraphy on the self-report of adolescent 
sex offenders: Implications for risk assessment. Annals of Sex Research. 6(2), 83-103. doi: 
10.1007/BF00849301.

European Union Agency for Fundamental Rights (2015). Handbook on European law relating to the 
rights of the child [Príručka o európskom práve týkajúcom sa práv die’a’a]. [Electronic version] 
Belgium, 2015. pp. 256. Retrieved from http://www.echr.coe.int.

Evans, A.D., and Lee, K. (2013). Emergence of lying in very young children. Developmental Psychology, 
49(10), 1958-1963. ©2013 American Psychological Association. doi: 10.1037/a0031409. 

Fu, G., Evans, A.D., Xu, F., and Lee, K. (2012). Young children can tell strategic lies after committing 
a transgression. Journal of experimental child psychology, 113(1), 147-158. doi:  10.1016/j.
jecp.2012.04.003. 

Grubin, D. [n.d.]. Polygraph: The use of polygraphy in the assessment and treatment of sex offenders.  
pp. 4.  Retrieved from https://www.nota.co.uk/wp-content/uploads/2019/01- /NOTA-
polygraph-paper-ready-for-publication.pdf.

Grubin, D., Kamenskov, M., Dwyer, G.R., and Stephenson, T. (2019). Post-conviction polygraph 
testing of sex offender. International Review of Psychiatry. Published online 27. March 2019, 
37(2), 1-8. doi: 10.1080/09540261.2018.1561428. 

Grubin, D., and Madsen, L. (2006). Accuracy and utility of post-conviction polygraph testing of sex 
offenders. British Journal of Psychiatry, 188, 479-483. doi: 10.1192/bjp.bp.105.008953. 

Hidman, J., and Peters, J.M. (2001). Polygraph testing leads to better understanding adult and 
juvenile sex offenders. Federal Probation, 65(3), 8-15. Retrieved from http://www.ccoso.org.

Jensen, T., Shafer, K., Roby, C.Y., and Roby, J.L. (2014). Sexual history disclosure polygraph 
outcomes: Do juveniles and adult sex offender differ? Journal of Interpersonal Violence, 
30(6), 928-944. Retrieved from http://www.sagepub.com/journalsPermissions.nav. doi: 
10.1177/08862605 1 4539766. 

Lee, T.T.C., Lemaster, N.M., Hanlin, H.R., and Johnson, M.A. [n.d]. Use of the polygraph with 
adolescents who have engaged in sexually abusive behavior: A Critical review of the 
empirical and ethical issues. 1-26. Retrieved from http://www.in-ajsop.org/wp-content/
uploads/2018/09/Use_of_the_Polygraph_with_Adolescents_2018.pdf. 

Lieblich, I. (1969). Manipulation of contrast between differential GSR responses through the use of 
ordered tasks of information detection. Psychophysiology, 6(1), 70-77. doi: 10.1111/j.1469-
8986.1969.tb02885.x. 



18

Michalicova

Polygraph & Forensic Credibility Assessment, 2022, 51 (1)

Lieblich, I. (1971). Manipulation of contrast between differential GSRs in very young children. 
Psychophysiology, 7(3), 436-441. 

Lyon, V. (1936). Deception test with juvenile delinquents.  Psychological Bulletin, 32, 685 – 686. doi: 
10.1080/08856559.1936.10533746.

McGrath, R.J., Cumming, G.F., Hoke, S.E, and Bonn-Miller, M.O. (2007). Outcomes in a community 
sex offender treatment program: A comparison between polygraphed and matched non-
polygraphed offenders. Sex Abuse. Published online: 4. October 2007, 19(4), 381-393. doi: 
10.1007/s11194-007-9058-z. 

Nelson, R., and Handler, M. (2013). A brief history of scientific reviews of polygraph accuracy research. 
[Electronic version] APA Magazine, 46(6), 22-28. Retrieved from http://researchgate.net/
publication/275956904. 

Neville, J. (2018). Identification and child rearing. By Robert R. Sears, Lucy Rau and Richard Alpert.  
The British Journal of Psychiatry, 112(489). pp. 857. doi: 10.1192/bjp.112.489.857.

Newton, P., Reddy, V., and Bull, R. (2000). Children´s everyday deception and performance 
on false-belief task. British Journal of Developmental Psychology, 18(2), 297-317. doi: 
10.1348/026151000165706.

Oregon Youth Authority. (2016). Polygraph use with youth who have sexually offended. Policy 
Statement. Part II. [Electronic verison] Last review 2016. pp. 5.

Peterson, C.C., Peterson J.L., and Seeto, D. (1983). Developmental changes in ideas about lying. 
Child Development. 1983, 54(6), 1529-1535. doi: 10.2307/1129816.   

Piaget, J. (1948). The moral judgement of the child [electronic version].  Glencoe, Illinois: The Free 
Press. pp. 448. ISBN: 31148004507638.

Raver, C.C., Blair, C. (2016). Neuroscientific insights: Attention, working memory, and inhibitory 
control. Future of Children, 26(2), 95-118. Retrieved from http://www.futureofchildren.org. 
doi: 101353/foc.2016.0014. 

Robert, C., Borella. E., Fagot, D., Lecerf, T., and de Ribaupierre, A.  (2009). Working memory and 
inhibitory control across the life span: Intrusion errors in the Reading Span Test. Memory 
and Cognition, 37 (3), 336-345. doi: 10.3758/MC.37.3.336.

Rosky, J.W. (2015). More polygraph futility: A comment on Jensen, Shafer, Roby and Roby (2015). 
Journal of Interpersonal Violence, 31(10), 1956-1970. doi: 10.1177/0886260515570752. 

Rourke, F.L.; and Kubis, J.F. (1948). Studies in the detection of deception: I. Determination of 
guilt or innocence from psychogalvanic (PGR) records of delinquents and non-delinquents. 
American Psychologist, 3, 255-256. 

Siegal, M., and Peterson, C.C. (1996). Breaking the mold: A fresh look at children´s understanding 
of questions about lies and mistakes. Developmental Psychology, 32(2), 322-334. doi: 
10.1037/0012-1649.32.2.322.

Sodian, B. (1991). The development of deception in young children. British Journal of Developmental 
Study, 9(1), 173-188. doi: 10.1111/j.2044-835X.1991.tb00869.x.

Stern, W. (2018). Psychology of early childhood: Up to the sixth year of age. [Hardcover ed.] [Electronic 
version]  London: Routledge Taylor and Francis Group. (Volume 16) (hbk). ISBN: 978-1-138-
08835-1. 



19

Psychophysiological Detection of Deception in Children

Polygraph & Forensic Credibility Assessment, 2022, 51 (1)

Stern, C., and Stern, W. (1999). Recollection, Testimony, and Lying in Early Childhood. (Trans. 
James T. Lamiell). American Psychological Association. p. 167. ISBN: 9781557985743.

Stouthamer-Loeber, M. (1986). Lying as a problem behavior in children: A review. Clinical Psychology 
Review, 6, 267-289. doi: 10.1016/0272-7359(86)90002-4. 

Stouthamer-Loeber, M., and Loeber, R. (1986). Boys who lie. Journal of Abnormal Child Psychology,  
14(4), 551-564. doi: 10.1007/BF01260523.

Strichartz, A.F., and Burton, R.V. (1990). Lies and truth: A study of the development of the concept. 
Child Development, 61, 211-220. doi: 10.1111.j.1467-8624.1990.tb02773.x. 

Talwar, V. (2018, December). Development of lying and cognitive abilities. Oxford Handbooks of Lying and 
Cognitive Abilities. Oxford University Press.  doi: 10.1093/oxfordhb/9780198736578.013.30.

Talwar, V., and Lee, K. (2008a). Social and cognitive correlates of children´s lying behavior. Child 
Development, 79(4), 866-881. doi: 10.1111/j.1467-8624.2008.01164.x.

Talwar, V., and Lee, K. (2008b). Little liars: Origins of verbal deception in children. 2008. In: Itakura, 
S., Fijita, K. (Eds.) : Origins of the Social Mind. Evolutionary Psychology and Child Development. 
Springer Science + Business Media. 157-178. doi: 10.1007/978-4-431-75179-3 8. 

Talwar, V., and Crossman, A.M. (2012). Children’s lies and their detection: Implications for child 
witness testimony. Developmental Review, 32(4), 337-359. doi: 10.1016/j.dr.2012.06.004.

United Nations Convention on the Rights of Child [Dohovor OSN o právach die’a’a]. (2007). Všeobecný 
komentár č. 10 (2007) : Práva detí v súdnom konaní. [Electronic version] Výbor pre práva 
die’a’a, Ženeva, 25.apríl 2007. CRC/C/GC/10 [cit. 2021-7-15]. Retrieved from http://www.
justice.gov.sk.

Wang, L., and Wang, Z. (2018). The modified temptation resistance task: A paradigm to elicit 
children´s strategic lie-telling. Journal of Visualised Experiments. Published online © 2018.  
doi: 10.3791/57189. 

Wilson, A.E., Smith, M.D., and Ross, H.D. (2003). The nature and effects of young children´s lies. 
Social Development, 12(1), 21-45. doi: 10.1111/1467-9570.00220.



20 Polygraph & Forensic Credibility Assessment, 2022, 51 (1)

Krapohl and Dutton

A Field Assessment of Manually Scoring Electrodermal Data in 

Self-Centering and Non-Centering Modes

Donald J. Krapohl1

Donnie W. Dutton2 

Abstract

For more than 60 years polygraph manufacturers have offered a useful feature for automatically 
centering the display of electrodermal data.  This feature permits polygraph examiners to attend to 
question presentation and data management without the distraction of needing to repeatedly recen-
ter a wayward electrodermal tracing.  Many, perhaps most, polygraph examiners take advantage of 
this feature at least occasionally.  While it is known the self-centering feature alters the display of the 
electrodermal data, its effect on manual scores rendered by field examiners has not been previously 
reported.  In this one-year field study we collected 760 cases and tabulated differences in manual 
scores assigned to the self-centering and non-centering modes of a popular polygraph system to de-
termine the frequency of divergent electrodermal scores as well as the influence of the display modes 
on polygraph decisions.  Differences in electrodermal scores were found at least once in 24.9% of 
cases between self-centering and non-centering modes, and in the test results of 6.3% of all cases.  
Among the instances where the choice of EDA mode influenced the final decision, virtually all of 
them affected whether the results were inconclusive or not-inconclusive, with only one case result-
ing in an opposite decision (Significant Responses versus No Significant Responses).  Implications 
are discussed.  
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A Field Assessment of Manually Scoring

Introduction

A choice of electrodermal filters has been in-
cluded as options on polygraphs since at least 
the 1950s for both analog systems and the 
more recent computerized instruments.  The 
two principal choices, or modes, have been 
forms of self-centering and non-centering.   
The self-centering mode, as the name im-
plies, tends to keep the electrodermal tracing 
near the middle of the display while the other 
choice allows the tracing to move widely due 
to less filtering of the signal.  The advantage of 
the self-centering mode is that it relieves the 
testing examiner of the need to readjust the 
electrodermal tracing during testing. In ad-
dition, certain filters could increase the over-
all signal-to-noise ratio in the EDA data.  An 
advantage of the non-centering mode is that 
there may be less distortion of the original sig-
nal that comes from the surface of the skin.  In 
terms of how the data from these two filtering 
approaches are interpreted in manual scoring 
systems, none of the published scoring sys-
tems differentiate between the two modes.

In 2013 an article by the McClatchy News 
Service asserted that different electrodermal 
modes can “label truthful people as liars and 
the guilty as innocent” (Taylor, 2013). The ar-
ticle, which ran in several newspapers across 
the US, focused on filtering differences in an 
older model computer polygraph and claimed 
the differences in filters could influence test 
results.  The potential for filters to alter test 
results, according to the article, was known to 
polygraph examiners for more than 10 years.  

The suggested impact of electrodermal modes 
on polygraph results was conjectural as no ev-
idence was offered in the McClatchy piece.  US 
Government examiners who were interviewed 
for the McClatchy article supported the view-
point, nonetheless, that filters could affect the 
final test results.  The McClatchy article as-
serted the polygraph community had not ad-
equately investigated whether electrodermal 
signal filtering could influence polygraph de-

cisions.  Indeed, we were unable to locate any 
publications suggesting government agencies, 
police departments or polygraph associations 
took the possibility seriously.

There is very limited information in the poly-
graph literature to address the issue.  For his-
torical context, Arther (1971, cited in Matte, 
1996) reported he had simultaneously record-
ed electrodermal activity in both self-center-
ing and non-centering mode in his field prac-
tice from 1958 to 1965.  Arther posited the 
self-centering mode was better, though no 
useful quantitative analysis was offered.  Con-
versely, Raskin, Barland and Podlesny (1978) 
concluded from their field and lab research 
that the self-centering mode should be elim-
inated because it can “…greatly distort the 
relative size and shape of (those) responses.”  
Neither perspective has gained dominance in 
field practice in the subsequent years.

A more recent article to raise the matter ap-
peared in this journal.   Kalafati and Krapohl 
(2018) asserted that the way in which the 
self-centering mode filters the data (referred 
hereafter as the “automatic” mode3) can poten-
tially alter the data in ways that can influence 
polygraph manual scores as compared to the 
same data in a non-centering mode (identified 
as the “manual” mode in this article), consis-
tent with the view of Raskin et al. (1978).  The 
Kalafati et al. paper included images of trac-
ings in automatic and manual modes as exam-
ples of how this can occur.  While it was clear 
these differences were possible, nothing in the 
article pointed to how often they might be ex-
pected, under what circumstances they tend 
to occur, or whether there could be a meaning-
ful effect on polygraph results.  Therefore, the 
question of whether the incidence of scoring 
differences was substantial or rare went un-
answered.  We could find no standards pro-
mulgated by any government agency, profes-
sional association, or standards-making body 
that address how electrodermal data should 
be displayed for polygraph examiners to score.  
Therefore, manufacturers can, and do, take 

3The various polygraph manufacturers may use different terms for the self-centering mode.  For example, the Limestone 
Technologies system refers to this mode as “Auto EDA.”  In the Stoelting product it is “Autocenter.”  The Axciton system 
calls it “Auto”, and the Lafayette Instruments system, which was used for this study, calls this mode “Automatic.”  
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quite divergent approaches to their filtering of 
electrodermal data.

In the same issue of the journal in which  
Kalafati and Krapohl (2018) published their 
review of EDA filtering, three of four North 
American polygraph manufacturers provided 
responses to address concerns raised in the 
paper. Among them, Nelson (2018) provided 
automated analyses of field data to demon-
strate the strong statistical relationship be-
tween the Lafayette instrument’s automatic 
and manual modes and ground truth.  Repre-
sentatives of a second manufacturer, Stoelting 
(Cochran & Fuentes, 2018), outlined an ex-
planation of their EDA filter, reporting the two 
modes cannot produce opposite scores in their 
polygraph systems.4 The third manufacturer, 
Limestone Technologies (2018), more candidly 
reported that filtering is widely known to make 
a difference in manual scores in some instanc-
es “among various polygraph instrumentation” 
and recommended examiners assess the data 
from both modes.  None of the instrument 

manufacturers’ responses included an eval-
uation of the effect of the different filters on 
manual scoring.  Because manual scoring is 
the dominant method for evaluating polygraph 
data, this issue became our interest.

A related issue is whether filtering can in-
fluence a scorer’s interpretation of the onset 
point of an electrodermal response.  Consider 
Figure 1.  The upper tracing shows electroder-
mal data displayed in the automatic mode and 
the lower in the manual mode.  The manual 
tracing points to an onset latency of about 2 
seconds after question onset, well within the 
normal response onset range of 1.2 to 8.0 sec-
onds in polygraph testing (Krapohl, Halford, 
Benson, Mayston & Dutton, 2021).  The same 
data shown in the automatic mode, howev-
er, has obscured the response onset point for 
question R6.  In the automatic mode a scorer 
may regard the response onset as taking place 
too early and would not use the electrodermal 
response for scoring.

Figure 1.  Display of EDA data in two modes to show how apparent onset latency may be 
changed according to the mode.

4We agree in principle that opposite manual scores for automatic and non-self-centering display modes may be unlikely for 
this polygraph system.  Nonetheless in our limited archive we have one example of where it has occurred.  
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We were unable to locate any previous re-
search on which to start our investigation.  
There are scores of polygraph validity studies 
in print, but none we could find that exam-
ined differences in manually scoring for two 
or more forms of electrodermal data filtering.  
The knowledge gap came as a surprise given 
the widely accepted finding the electroder-
mal channel accounts for about one-half of 
the diagnostic information available in poly-
graph data.  If, as Kalafati (2018) supposed, 
manual scores could be influenced by which 
electrodermal filter the user chose, such in-
formation should be considered by field prac-
titioners when they conduct manual scoring.  
Conversely, if this notion is in error and man-
ual scoring is not affected by filtering modes, 
the information could be useful in challenges 
leveled against polygraph decisions in settings 
such as the courts, offender management pro-
grams, hiring systems and others where signal 
filtering may provide the basis for an objec-
tion.  It would also directly confront the as-
sertion in the McClatchy News article on EDA 
modes (Taylor, 2013).

We had at our disposal hundreds of field poly-
graph examinations conducted on the Lafay-
ette Instruments polygraph system.  Though 
ground truth was not known for any but a 
small subset, the cases afforded us an oppor-
tunity to determine, at least for this polygraph 
system, whether manual scores for the elec-
trodermal channel were different between the 
two display modes.

Method

Data Source

Between January 1 and December 31, 2021, 
a large sex offender management polygraph 
program submitted 760 cases for independent 
quality control to the first author.  This entire 
data set was used for the present research.  All 
polygraph examinations had been conducted 
on Lafayette computerized polygraphs, series 
LX5000 or LX6, which recorded two channels 
of breathing, and one each of electrodermal, 
cardiograph, photoplethysmograph and move-
ment data channels.   The data were ano-
nymized to remove personally identifying in-
formation.  Demographic characteristics of the 
examinee population could not be captured, 

though it can be reasonably assumed nearly 
all examinees were adult males.  All examiners 
were trained at the same education program 
for government and law enforcement students.

Polygraph Techniques

Examiners in this program all use one of 
three polygraph screening techniques: Air 
Force Modified General Question Technique 
(AFMGQT; Krapohl & Shaw, 2015) with ei-
ther two or three relevant questions covering 
different test issues; the British One-issue 
Screening Test (BOST; Krapohl, Grubin, Ben-
son & Morris, 2020) with two relevant ques-
tions covering a single issue, and; the Direct-
ed Lie Screening Test (DLST; Handler, Nelson 
& Blalock, 2008) with two relevant questions 
covering different issues. 

Scoring Rules

All the techniques used in this study require 
the scorer to assess the physiological response 
of each relevant question against the closest 
two comparison questions that preceded and 
followed it.  If there was a difference in the 
response magnitudes between the two com-
parison questions, scorers used the stronger 
of the two responses to score against the rel-
evant question.  All scorers used the Empiri-
cal Scoring System (Blalock, Cushman & Nel-
son, 2009; Nelson, Krapohl & Handler, 2008) 
whereby EDA scores could be +2, -2 or 0.

The minimum difference for assigning an elec-
trodermal score in this polygraph program is 
10% rather than the more widely employed 
heuristic of requiring only a visually discern-
ible difference between the response mag-
nitudes.  This requirement arose from two 
considerations.  First, “visually discernible” 
is subjective and can lead to differences in 
scores based solely on who the scorers are.  
Krapohl (2020) reported experienced examin-
ers who share the same training can disagree 
20% of the time as to whether a response is 
sufficiently “visually discernible”.  A reanalysis 
of data for a separate study (Krapohl & Cush-
man, 2006) similarly found pairs of examiners 
disagreed an average of 18.2% of the time on 
whether to assign non-zero scores to electro-
dermal responses.  Judgments may be influ-
enced by experience, gain settings, source of 
training, bias and other factors. The applica-
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tion of an objective criterion - here a minimum 
difference of 10% - ensured the findings could 
generalize to the field where the same thresh-
old is implemented. We could conceive of no 

objective equivalent in the construct “visual-
ly discernible.” Figure 2 shows an example of 
differences in response amplitudes that vary 
with the filtering mode.

Figure 2. Electrodermal response tracings in the manual and automatic modes to show how 
they may differ in ways that can affect score assignment.

The second consideration that led to the choice 
of a minimum ratio of difference was that scores 
assigned to the smallest differences were asso-
ciated with a lower correlation between man-
ual scores and ground truth (Krapohl, 2020; 
2021; but also see Nelson, 2020).  The 10% 
threshold used by this offender management 
program seeks to incrementally boost decision 
accuracy as well as to limit the influences of 
subjective interpretation.  

Related to scoring criteria, this offender man-
agement program only scores electrodermal 
responses with onset latencies greater than 
1.2 seconds from question onset.  This is 
due to convincing research indicating human 
physiology is incapable of initiating electroder-
mal responses (EDRs) in less than 1.2 seconds 
even under optimal conditions (Sjouwerman & 
Lonsdorf, 2019).

Consistent with field practices elsewhere, 
there were exclusionary criteria for scoring 
electrodermal responses.  They included EDRs 
induced by movements and deep breaths.  
Anomalous electrodermal data were also ex-
cluded, such as non-responsive tracings.  Cas-
es in which there were no useful electrodermal 
data were not considered.

Decision Rules

The polygraph programs that were the source 
of all cases in this study used the following 
decision rules.  For decisions of Significant Re-
sponses (SR) with the AFMGQT or the DLST, 
a total of -3 or lower for any individual test 
question was required.  For a decision of No 
Significant Responses (NSR) with these test-
ing techniques, the total of scores for each 
relevant question must individually be greater 
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than zero.  The BOST uses two-stage rules.  If 
the grand total of all scores is +2 or greater 
the results are NSR.  If the grand total is -4 or 
lower the results are SR.  If the results would 
be Inconclusive, the second stage is imple-
mented.  In the second stage, if the total score 
for any individual question is -6 or lower, the 
results are SR.  All others are Inconclusive.  
Examiners also resolve Inconclusive results 
after three charts by running a fourth chart, 
or if necessary, a fifth chart.  No more than five 
charts are permitted.

Procedure

The electrodermal channel for the 760 cases 
were scored twice by the quality control re-
viewers, once in the automatic mode and again 
in the manual mode.  Scores from the other 
data channels were not altered so that any ef-
fect found on polygraph decisions would re-
sult solely from changes in EDA scores.  When 
it was not obvious whether an EDR was 10% 
larger than another, the caliper feature in the 
Lafayette software was used.  The gain setting 
was sufficient such that the larger of the two 
compared EDRs was at least 6 chart divisions 
in amplitude, and up to 12 chart divisions in 
cases where the amplitudes were especially 

close in size.  The 10% calculation was based 
on the smaller of the two reactions.  

The basic information about each case was 
recorded in an Excel spreadsheet such as 
the case number, date of review, testing tech-
nique, examiner decision, quality control deci-
sion, and whether the case included an EDA 
score affected by the filtering mode.  A sepa-
rate spreadsheet listed all cases in which the 
EDA mode affected the score(s), as well as the 
respective chart number, question number, 
whether there would be a different result for 
the two EDA modes, and if so, what those re-
sults would be. 

The field polygraph reports from the cases were 
not available to the reviewers.  Consequently, 
there was virtually no information regarding 
ground truth.  For this reason, it would not be 
possible from this study to determine which 
EDA mode offered better decision accuracy 
than the other.

Results

Overall, we found 189 cases (24.9%) out of the 
760-case data set in which at least one EDA 

Table 1.  Percentage of cases by technique for those with differences in EDA scores against 
the same percentages in the entire data set.  Columns may not total to 100% due to rounding.

*  Indicates a non-standard method was used and was overturned by the Quality Control review.
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Table 2.  Cross tab showing the number of cases by decision for the two different EDA modes 
in which there was at least one score affected by the filter.  n = 189

Effect of Different EDA Scores on Examina-
tion Results

Table 2 is a cross tab for decisions that were 
based on the EDA in its two filter modes and 
conventional ESS cutoff scores.  Of the 189 
cases having at least one difference in EDA 
score between modes there was no impact on 
the final results in 140 of the cases (74.1%).  
This left 49 cases in which changing the EDA 
mode would also change the test results.   For 
48 of the 49 cases the change in EDA mode 
pushed the final decision into or out of the In-

conclusive zone.  A single case showed that the 
manual EDA and auto EDA scores produced 
opposite decisions (SR v NSR).  The 49 cases 
in which decisions were affected represented 
6.3% of the entire 760-case data set, and the 
opposite decision 0.1%.  

Table 2 suggests the overall Inconclusive rate 
was higher for the automatic mode than it 
was for the manual mode (47 cases versus 33 
cases), however this difference was not found 
statistically significant (z = 1.77, ns).  Similar-
ly, the apparently higher rate of SR decisions 

score had been different between the automat-
ic and manual modes.  

We also wanted to determine whether the 
prevalence of differences in EDA scores de-
pended on the testing technique.  Table 1 lists 
the percentages of cases by technique.  A test 
of proportions for each technique found no 
significant differences in percentages between 
the cases with EDA score differences and the 
percentage of cases in the entire data set.  No 
significant differences were found between 
percentages of the entire data set and those 

in the subset of cases with differences in EDA 
scores.

Frequency of Differences in EDA Scores

Among the 189 cases containing a difference 
in EDA score due to the filter, some cases had 
more than one difference.  A total of 41 cases 
(21.7%) out of 189 had two scores that were 
different in the case, and 9 (4.8%) had three 
scoring differences.  The remaining 139 cases 
(73.5%) had a single difference in EDA score 
per case.
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in the manual mode over those of the auto-
matic mode (75 cases versus 62 cases) did not 
achieve significance (z = 1.39, ns).

Overall Calculation on Frequency of EDA 
Differences and Examination Results

A first approximation can be calculated for 
how likely any individual EDA score would be 
affected by the filtering mode.  While we did 
not track the number of polygraph charts re-
corded in each case, we do know that a min-
imum of three presentations of each ques-
tion is required for all the techniques used by 
this program.  We also know the number of 
relevant questions for the techniques.  If the 
numbers of charts are approximately equal 
for those cases producing a difference in EDA 
score compared to the entire study data set, 
we can calculate in round numbers that about 
one EDA score in 20 would be affected by the 
EDA mode.  Likewise, if an EDA score is found 
to be different between EDA modes, there 
would be a 1-in-4 chance the test results will 
be affected by the EDA mode.

Discussion

Possible Factors and Impacts of EDA Modes 
on Decisions

Though a quarter of all cases had at least 
one EDA score affected by the filter, the rel-
atively small effect on decisions of 6.3%, and 
only one opposite result, requires an explana-
tion.  There are factors that almost certainly 
constrained the potential impact of the EDA 
modes on decisions.  One is that polygraph 
decisions are based on the data from all data 
channels.  While the EDA serves an outsized 
role in decision-making, data from the breath-
ing, cardiograph and photoplethysmograph 
also contribute significantly.  The addition-
al data could blunt the impact of variability 
caused by the EDA modes.  In addition, poly-
graph decisions are based on recording from 
three to five polygraph charts.  Consequently, 
an errant EDA score among all the data col-
lected across the charts can have its influence 
dampened by the remaining data.  Finally, 
most of the techniques used by this polygraph 
program have a decision rule such that a de-
cision of SR or Inconclusive to any one ques-
tion produces an SR or Inconclusive result for 

the entire test.  Therefore, a change of EDA 
score on a question different from the one that 
led to an SR or Inconclusive decision will have 
no consequences on decision-making.  These 
considerations, in combination, could help ex-
plain why a quarter of all cases had an EDA 
score affected by the choice in filter but deci-
sions were only affected in about one case in 
16. 

Standardization Considerations

Owing to the source of the data, this study 
could not identify whether either of the EDA 
modes led to better decision-making.  The 
study has shown there is a non-zero differ-
ence in results between the modes in manual 
scoring.  Nevertheless, the prospect that elec-
trodermal modes can “label truthful people as 
liars and the guilty as innocent” as asserted in 
the McClatchy News article (Taylor, 2013) ap-
pears for the moment to be very limited.  In the 
present study there was only one case among 
760 cases in which the electrodermal mode 
produced opposite decisions, or 0.13%.

The findings in this project do imply possible 
consequences for the field.  For standardiza-
tion purposes it would appear prudent for the 
development of professional standards that 
recognize the potential for disagreements that 
can arise from the choice of EDA filter.  The 
current policy gap allows two professional 
polygraph examiners to assign different EDA 
scores to the same data if displayed in differ-
ent filtering.  This is an obvious problem and 
is most germane to polygraph cases conduct-
ed for evidentiary purposes.  

On a more local level, government, law en-
forcement, and offender management poly-
graph programs may wish to establish policy 
regarding which EDA mode will be used by 
its examiners.  Doing so could reduce a 6.3% 
difference in test results from EDA modes to 
possibly 0%.  For examiners working outside 
these domains, these examiners would be well 
served by assessing the current state of the ev-
idence, and consistently using the EDA mode 
they are prepared to defend if necessary.  

Authors’ Conclusions

It could be argued that if one EDA filtering 
approach provided superior decision accura-
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cy over another, that method should be pre-
ferred.  Taken to its logical conclusion, the 
best EDA mode for manual scoring should be 
the one recommended by the manufacturer 
based on published evidence, ensuring not 
only better decisions but higher agreement 
among human scorers because all would be 
scoring the data displayed in the same way.  
The variety of EDA filters found within and 
across different manufacturer products sug-
gests manufacturers are not yet prepared to 
make such a recommendation (however, see 
Lykken & Venables, 1971).  Our data show the 
signal is being altered between the automatic 
and manual modes in ways that affect manu-
al scores, and while we are unable to identify 
which mode is more correct, the existence of a 
difference is noteworthy.  Because it is accept-
ed that the manual mode imposes less filtering 
on responses than does the automatic mode, 
the manual mode arguably captures a more 
faithful representation of the electrical prop-
erties of the skin.  Our field experience leads 
us to conclude the manual EDA mode tends to 
represent response onset latency better (refer 
again to Fig. 1). For this reason, the present 
authors have concluded that the least filtered 
option is the better choice for manual scoring 
in all but exceptional cases, e.g. electrodermal 
data with extreme tonic levels or those with 
large tonic shifts.  This position may be revised 
once further research evidence is available.  
In the meantime, professional agreement on 
which EDA mode to use for manual scoring 
seems eminently reasonable and likely to re-
duce inter-scorer differences.

Limitations

The scoring of electrodermal responses in this 
study required the two compared EDR am-

plitudes to be objectively different by at least 
10%.  The present findings may not generalize 
if scorers use a different, or no specified mini-
mum threshold for differences when assigning 
scores.

Only Lafayette Instruments polygraphs were 
used in this study.  While the other manufac-
turers also have more than one EDA mode, 
the effect of those modes on manual scoring 
may be different from what we found.  We en-
courage research to explore what those effects 
might be.

Nothing in this project could determine which 
EDA mode was better in terms of fostering 
manual scores that corresponded more closely 
with ground truth.  Ground truth was largely 
unavailable in this sample.  Also, we did not 
evaluate whether any form of automated anal-
ysis would have produced different results.  
Our findings are restricted to only demonstrat-
ing that an examiner’s choice of EDA modes 
in manual scoring can affect polygraph scores 
and decisions.  

The units of measure for this project were 
polygraph scores and decisions at the case 
level.  Future researchers may wish to control 
for test technique and number of test charts 
to further refine the estimated effect of EDA 
modes on individual scores.  

The scoring method used in this study was 
the Empirical Scoring System.  It is unknown 
whether there would be similar findings with 
3- or 7-position scoring, rank order methods, 
or global analysis.  Many questions remain.
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Lafayette Instrument Response to Krapohl & Dutton on EDA Signal 

Processing Recommendations

Raymond Nelson

As a technology provider, Lafayette Instrument 
Company believes it reasonable to recommend 
that customers use the EDA mode that best 
serves their stated objectives. For many users, 
that will be the mode that best permits the 
separation of signal and noise while providing 
the strongest correlation with the criterion of 
interest and the highest accuracy rate. No sci-
entific test is expected to be infallible, and tests 
are often optimized by reducing the error and 
noise in the data. For this reason, the optimal 
EDA solution for most users, the one that will 
be most reliable and most often correct, will 
be the one that is least often incorrect. In our 
analyses, a correctly designed auto-centering 
EDA solution can be the most effective method 
of optimizing desired effect sizes and criterion 
coefficients while also achieving the practical 
goals of accuracy, reliability, and usability of 
the EDA data. For this reason, Lafayette In-
strument Company recommends that most 
users, especially those primarily interested in 
phasic vs. tonic EDA data, consider using the 
auto-centering EDA mode. Lafayette Instru-
ment Company also recognizes that different 
users may have different goals and objectives, 
and for this reason will always help users to 
select the optimal technology and procedures 
that best serve their individual needs.

Background

Electrodermal activity (EDA) is an umbrella 
term used to describe complex phenomena 
associated with the skin, an organ of the inte- 
gumentary system. Different methods exist to 

record and monitor EDA. The passive, known 
as endosomatic, method utilizes the electri-
cal potential (difference in voltage) measured 
between two contact points, and the active, 
known as exosomatic, method utilizes an ex-
ternal electrical source applied to the skin and 
monitored for changes in electrical current or 
voltage. [Refer to Handler, Nelson, Krapohl & 
Honts (2010), and Nelson, Handler & Smitley 
(2017) for more information.] Exosomatic EDA 
can be measured using either constant-cur-
rent or constant-voltage circuit designs and 
can be expressed using either conductance or 
resistance units. 

Polygraph field practitioners have traditional-
ly expressed EDA values in resistance units, 
whereas research psychophysiologists have 
expressed a preference for standardized use of 
conductance units. However, this difference is 
inconsequential due to the exact mathemati-
cal relationship between conductance and re-
sistance. If one is known, the exact value of 
the other is also known – with no information 
loss. More importantly, electrical units of ei-
ther resistance or conductance are not actu-
ally synonymous with EDA. Non-living things, 
such as electronic parts, will also have resis-
tance and conductance. In contrast, EDA is 
a complex phenomenon subject to human be-
havior and physiology for which, despite the 
breadth of our present knowledge, it is likely 
that much will remain unknown for some time 
into the future. 

Resistance and conductance units are a con-
venient proxy for EDA. This is similar to the 
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way that EDA is a proxy for autonomic activ-
ity, a complex system physiological activity, 
even though EDA is not synonymous with au-
tonomic activity. In the same way, autonomic 
activity is a proxy for deception and truth-tell-
ing in the comparison question polygraph 
context. There is a statistically significant and 
usable correlation between autonomic activity 
and deception, even though autonomic activ-
ity is, of itself, not synonymous with decep-
tion and truth-telling. All human physiology 
is correlated with multiple behavioral and 
environmental factors. When the strength of 
these relationships (resistance->EDA-> auto-
nomic activity -> deception or truth-telling) is 
sufficient, and when we can combine different 
sources of information in a synergistic mod-
el, we can increase the likelihood of correct 
classifications beyond what can be achieved 
by chance or random guessing or by unassist-
ed human judgment. As it happens, EDA is 
among the most important and useful signals 
during polygraph testing [See Nelson (2019) 
for a survey of weighting coefficients for poly-
graph sensors]. 

EDA has been described as consisting of two 
types of activity. These include: electroder-
mal response (EDR, known as phasic EDA) 
and electrodermal level (EDL, known as ton-
ic EDA). In the context of a polygraph com-
parison question, EDRs, or phasic changes 
in EDA, are responses to test stimuli. EDL is 
sometimes referred to more descriptively as the 
EDA baseline. Research psychophysiologists 
who are interested in advancing our theoreti-
cal knowledge about EDA will be interested in 
both EDL and EDR. Some professionals, such 
as those studying sleep, sedation, or pain, 
may be primarily interested in tonic EDA. In 
the context of  comparison question test, poly-
graph professionals are primarily interested in 
phasic EDA. This is because EDRs have been 
shown to correlate with the criterion of decep-
tion and truth-telling at levels that are both 
statistically significant and practically useful. 
In contrast, EDL has not been shown to be sig-
nificantly correlated or useful in the compar-
ison question polygraph test. Neither manual 
nor automated polygraph scoring systems are 
known to make use of tonic EDA. Moreover, 
excess tonic noise can increase the difficulty 
and decrease the reliability of correct identifi-
cation of EDRs. 

A useful perspective to understand polygraph 
test data is that it is time series data. That 
is, data values are recorded repeatedly at a 
specified and consistent time interval and are 
strung together in a time series that can be 
displayed or plotted (printed) to appear as a 
graphical line when viewed or evaluated visu-
ally. The question of interest is this: how do the 
numerical values change relative to the con-
sistent sampling time interval? Another useful 
perspective to understand is that all time se-
ries data are frequencies. With the exception of 
sine waves and other pure waveforms, nearly 
all time series data are a composite of numer-
ous different frequencies – often in a partic-
ular spectrum or frequency range of interest. 

Observed changes in data values, visualized 
as changes in a line-plot or graphic waveform, 
are actually an indication of changes in the 
frequencies contained in the data. More pre-
cisely, observed changes in time series data 
values are an expression of changes in the 
relative strength of the different frequencies 
contained in the time series waveform. Mathe-
matical methods, such as Fourier transforms, 
can be used to transform time series data to 
the frequency domain. This allows us to de-
construct, analyze, study, and graph those 
different frequencies and can also be used to 
reconstruct the time series waveform from the 
frequency domain information. [Refer to Fig-
ure 1 through 4 in Nelson (2018) for a graphic 
example of time series EDA data transformed 
to the frequency domain.] Polygraph EDA re-
sponses can be thought of as low-frequency in-
formation; lower frequency than cardio pulse 
information, in the range of 60-100 cpm (1Hz 
to 1.7Hz), and lower than respiration data, in 
the range of 10-22 cpm (0.17Hz to 0.37Hz).

Phasic EDA frequencies of interest to poly-
graph testing have been found to be in the 
range from 0.03Hz, a waveform that takes 33 
seconds to complete a full cycle, to 0.5Hz, a 
waveform that permits us to observe the rapid 
onset of a phasic change in activity. An EDR 
with a duration of 5 seconds will have a fre-
quency near 0.2 Hz (1 / 5 = 0.2), while a re-
sponse with a duration of 12 seconds will have 
a frequency near 0.08Hz (1/12 = 0.083) and a 
response of 25 seconds duration will be closer 
to 0.04Hz. Some of the development and val-
idation experiments that led to the Lafayette 
EDA signal processing solutions are described 
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in Nelson (2018). Frequencies above 0.5Hz are 
high-frequency noise that can contribute to 
unreliability when attempting to accurately lo-
cate the onset and peak of EDA response. 

Tonic EDA can be thought of as the lowest of 
recorded frequencies, near 0.01Hz or lower. 
These frequencies can be observed as wave-
forms that plot or cycle over a period of ap-
proximately 100 seconds or more. When the 
magnitude of tonic EDA is less than the mag-
nitude of phasic EDA, the tonic EDA will ap-
pear visually as a somewhat stable baseline.

An interesting phenomenon observed in poly-
graph testing is that many individuals are 
known to have unstable tonic EDA. What this 
means, in terms of the recorded time series 
data, is that the magnitude or amplitude of 
very low-frequency tonic information may be 
substantially stronger than the magnitude of 
phasic information. In practical terms, unsta-
ble tonic EDA will tend to drift out of range of 
the visual range of the data plot. This may re-
quire user attention and management effort in 
the form of recentering or relocating the data 
during testing. Also, unstable tonic EDA may 
increase problems with unreliability in EDA 
feature extraction. In more difficult cases, the 
magnitude of tonic information can begin to 
eclipse or mask the observable information 
contained in phasic responses. This is similar 
to how loud noise from a train or airplane can 
interfere with our ability to hear a nearby per-
son even though they may be talking directly 
to us. 

Ideally, during polygraph testing, the mag-
nitude of frequencies in the range of phasic 
EDA will be greater than the magnitude of the 
tonic EDA frequencies. It is for this reason 
that engineers, about 70 or 80 years ago, be-
gan to include auto-centering EDA solutions 
in polygraph field instruments. The goal of an 
auto-centering EDA solution will be to remove 
excessive tonic information while preserving 
phasic information of interest. In practical 
terms, the auto-centering EDA will require 
less user effort to return to a baseline level. 

Auto-centering EDA solutions can be con-
structed in both hardware and software, and 
the math is the same in both methods. Hard-
ware filters are constructed of parts such as 
resistors and capacitors, and in some cases, 

amplifiers (though polygraph EDA solutions 
do not typically include amplification designs). 
Software solutions will be constructed in com-
puter code. Polygraph instruments with a 
hardware EDA switch are likely to have hard-
ware solutions, while EDA modes that are se-
lected via software settings are more likely to 
be implemented in computer code. Although 
the math and design are similar for these two 
methods, there are practical and economic 
advantages to a software solution – often re-
ferred to as digital signal processing (DSP). 
Also, different polygraph instruments may 
include auto-centering EDA solutions with 
different specifications (corner frequencies 
and other filter characteristics). Because not 
all auto-centering EDA designs are the same, 
documentation and validation of an EDA solu-
tion is an important consideration. For this 
reason, Lafayette Instrument Company has 
taken the forthright position of publishing the 
auto-centering EDA design and performance 
characteristics and believes that the polygraph 
profession should expect this of all polygraph 
instruments today.

The prototypical polygraph auto-centering 
EDA solution is a high-pass filter that reduces 
or attenuates the amplitude of low-frequency 
noise below a cutoff or corner frequency, there-
by permitting the signal of interest to be more 
easily extracted from the time series data. To-
day there is no area of science, technology, or 
data analysis involving time series data that 
ignores the importance or value of filters and 
DSP when seeking to make the most efficient 
use of available data. Algorithm developers in 
all areas of science and technology make use 
of a variety of signal processing options to op-
timize signal-to-noise ratios and the informa-
tion they can extract from data. For example, 
in polygraph data analysis, Harris, Horner & 
McQuarrie (2000) described the use of a “de-
fuzzification” filter prior to feature extraction 
with respiration data. [See Nelson (2013) for 
an example of how this filtering improves the 
criterion coefficients of respiration data.] 

It is important to understand that when deal-
ing with numerical and digital information, 
there is no such thing as “raw” data. Even 
an old-fashioned analog polygraph in man-
ual-centering EDA mode will be subject to 
data filtering, albeit undocumented, through 
the inertial mass of the moving parts and the 
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friction of the ink pens on the moving paper. 
All data require some degree of recording and 
processing to be useful. Filters are a ubiqui-
tous and desirable aspect of all types of tech-
nology. For example, virtually any electronic 
device that deals with time series information 
or sound will include a 60hz filter to remove 
inherent noise from the alternating current in 
our 120V mains.

All data of any type, whether polygraph or any 
other domain of testing or data analysis, is a 
combination of signal and noise. The terms 
signal and noise are descriptive and meta-
phorical terms to denote the distinction be-
tween data that are useful to a particular goal 
or objective and data that are not useful and 
may begin to interfere with a particular goal 
or objective. Interestingly, what is signal in 
one context may be noise in another and vice 
versa. In other words, virtually all information 
that is not of interest for a particular purpose 
can be thought of as noise from which the sig-
nal of interest must be isolated and extracted. 
Well-designed signal processing solutions will 
improve or increase desired signal-to-noise ra-
tios. 

The signal of interest in polygraph is phasic 
activity (higher EDA frequencies) that occurs 
in response to test stimuli. In this case, noise 
is any information that is inconvenient, un-
wanted, uninformative, uninteresting, or in-
terfering with an ability to extract the signal of 
interest. Tonic activity (low EDA frequencies) 
is commonly thought of by polygraph examin-
ers as baseline information from which the on-
set of phasic EDAs can be easily determined. 
When the magnitude or amplitude of low-fre-
quency tonic EDA is greater than that of the 
higher frequency phasic EDA of interest, it can 
become obvious that low-frequency tonic EDA 
(observed as unstable tonic EDA) may be in-
convenient noise. 

In the context of polygraph, manually-cen-
tered EDA data may be considered the nois-
iest, most difficult, and least reliable EDA 
solution. In contrast, a correctly designed au-
to-centering EDA may offer the best signal-to-
noise ratio. An optimal solution will maximize 
the ability for field examiners to reliably ex-
tract useful signal information from inherent 
noise and will be recognized by an improved 
correlation with deception, truth, and im-

proved diagnostic coefficients. At this time, 
there is published evidence that the criterion 
coefficients of a correctly designed auto-cen-
tering EDA solution can equal or exceed that 
of manually-centered EDA data. [See Nelson 
(2018) for more information.] 

Different signal processing solutions will 
make different frequencies of interest more or 
less easily identifiable. Therefore, regardless of 
which EDA mode is selected for use in field 
practice, it is within the realm of possibili-
ty that different EDA solutions could, under 
some circumstances, produce different scores. 
It is also within the realm of possibility that 
these different scores may, at some times, 
lead to different test results. This possibility 
exists because of the simple fact that different 
is, well, different. It would be neither reason-
able nor realistic to expect the outcomes dif-
ferent signal processing solutions to always be 
the same. If they were always the same, they 
would not be different. At this point, the mat-
ter becomes tautological. 

It would be incorrect to try to think of one 
solution as correct or true and another solu-
tion as incorrect, untrue, or even less true. 
This would be a distortion of the epistemolog-
ical concept of truth, including what is truth, 
what kinds of things can be true, and what it 
means to say that something is true. Differ-
ent EDA signal processing methods simply al-
low us to more easily access different aspects 
of the EDA data. If the goal is to increase the 
effectiveness and reliability of the polygraph 
test, a pragmatic solution will be to select the 
EDA mode that maximizes the criterion coeffi-
cients and effect sizes of interest. The criterion 
of interest to the polygraph test is deception or 
truth-telling. The effect size of interest may be 
correct decisions or the constraint of errors to 
a minimum level. 

If one of the practical goals is to avoid the sense 
of uncertainty that may result from the poten-
tial that some polygraph scores may differ for 
the different EDA signal processing methods 
(most likely for labile and difficult EDA data), 
then a simple, though perhaps unnecessary, 
solution may be to regard as inconclusive any 
examination for which different results can be 
achieved via different methods. The problem 
herein will be that, if all EDA solutions are re-
garded as equal (which they are not), there will 
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always exist the possibility that some EDA sig-
nal processing solution can be devised to pro-
vide a different result, thereby nullifying any 
examination. Another equally unsatisfactory 
solution will be to arbitrarily, without anal-
ysis of criterion coefficients and effect sizes, 
begin to standardize on a single solution as 
correct or acceptable or best practice. Adopt-
ing solutions without evidence can have the 
short-term advantage of making people feel 
more confident while imposing a long-term 
consequence of reducing their ability to make 
use of scientific knowledge and evidence when 
it becomes available. Remembering that poly-
graph does not physically measure or detect 
deception and that all scientific test results 
are probabilities, the question of greatest im-
portance here is this: what solution is correct 
most often and incorrect least often? 

There is little justification for the selection of a 
signal processing solution that is sub-optimal. 
An optimal solution will provide an improved 
signal-to-noise ratio, improved criterion coef-
ficients (i.e., correlation with the criterion and 
coefficients of determination), and improved 
outcomes effects (e.g., DEC coefficients, cor-
rect decisions, minimized errors, etc.). A cor-
rectly designed auto-centering EDA solution, 
such as that used in both the LXSoftware and 
LXEdge platforms will be recognizable when 
these metrics equal or exceed those of the 
manually-centered and other EDA solutions. 
A corollary to all of this is that an incorrectly 
designed auto EDA, one that removes frequen-
cies from the range of interest, may damage 
the signal of interest to the polygraph test. 
It is for this reason the polygraph profession 
should hold some reasonable expectation of 
transparency and accountability for the de-
sign solutions employed in all field testing 
instruments. 

Lafayette Instrument Company has previously 
published the design and validation of its au-
to-centering EDA solution, as described in the 
publication by Nelson (2018). The auto-cen-
tering EDA mode in both the LXSoftware and 
LXEdge platforms was found to equal or ex-
ceed the criterion coefficients of the manual-
ly-centered EDA data and all previous man-
aged EDA solutions. Description of the design 
and evolution of the EDA circuit is also avail-
able online (Lafayette Instrument Company, 
2013). In addition to leading the polygraph 

profession in terms of EDA signal processing 
and feature extraction, Lafayette Instrument 
has also been a leader in terms of making edu-
cation and information available to polygraph 
professionals who may have a desire to more 
fully understand the instrumentation they de-
pend upon. A recent survey of published infor-
mation could not locate any publications that 
provided evidence of a more effective solution 
or any evidence of a similar level of transpar-
ency, documentation, and dedication to the 
scientific validation of polygraph field instru-
mentation. 

All different solutions may have some inher-
ent advantages and disadvantages. Manual 
EDA provides the greatest access to both tonic 
and phasic EDA data and may be of interest 
to those doing basic science research intend-
ed to advance our theoretical knowledge about 
EDA, but may also have the highest level of 
unwanted noise (lowest signal to noise ra-
tio) and may require the greatest user effort 
to manage the EDA data for individuals with 
unstable tonic EDA. The Lafayette detrended 
EDA mode will provide users with a managed 
EDA solution that will effectively handle most 
common manifestations of tonic instability 
while providing visual information for which 
phasic responses offer a very high degree of 
correspondence with manual EDA, but for 
which tonic information can appear flat and 
unresponsive for some individuals. The au-
to-centering EDA mode in the LXSoftware and 
LXEdge platforms have been shown to maxi-
mize the criterion coefficients and effect sizes 
of interest to polygraph examiners while pro-
viding users with a managed EDA solution. 

EDA data are closely associated with auto-
nomic activity and a variety of other phenom-
ena in addition to deception and truth-telling. 
Because correlations are intended to quanti-
fy the strength of an imperfect (and therefore 
probabilistic) relationship, there will always 
be some margin of error in the EDA data. In 
simplistic terms, we can expect that an opti-
mal EDA solution is one that maximizes the 
criterion coefficients and effect sizes of inter-
est. The optimal solution will be the one that 
produces EDA scores that are most often cor-
rect and less often incorrect when compared 
to other potential solutions. 

An evidence-based approach will regard as 
questionable any standardized solution that is 
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premised on conjecture, persona, ideology, or 
opinion without evidence in the form of crite-
rion studies and published effect sizes. Stan-
dardized solutions have the effect of encour-
aging people to believe they know the optimal 
solution to a problem. Although there may be 
situations when it is acceptable to standard-
ize a solution to simply help mitigate a crisis 
by reducing chaos, selecting an EDA standard 
that is either without evidence or inconsis-
tent with published evidence would introduce 
a potential long-term hazard to the scientific 
knowledge and integrity of the polygraph pro-
fession. Short-term benefits could easily be 
outweighed by the long-term costs and diffi-
culties associated with the need to adjust or 
alter field practice standards to align with sci-
entific evidence at a later time. 

In practical and applied matters, and es-
pecially in the absence of a crisis, it is often 
preferable to take the time to formulate field 
practice policies that are based on scientific 
evidence from the outset. In practical terms, 
this means that proposed standardized solu-
tions should be based on the study of rela-
tionships between different EDA solutions and 
the criterion of interest, in this case, deception 
or truth-telling and not merely a comparison 
of differences between EDA modes. It is worth 
reminding ourselves of the scientific method 
of observation, hypothesis formulation, exper-
imentation, analysis, and rejection of hypoth-
eses that are not supported by empirical evi-
dence and the scaffolding of scientific theories 

that are supported by evidence. In this con-
text, experimentation must include a study of 
scores and outcomes for different EDA solu-
tions with the criterion of deception and truth. 
With this in view, it is important to recognize 
that a comparison of outcomes for different 
EDA modes without the criterion of deception 
and truth-telling, although somewhat infor-
mative, does not achieve the requirements of 
a criterion study because it cannot, by design, 
answer the question as to differences in effect 
sizes. 

Selection of any proposed industry-standard 
EDA solution, or any recommended EDA solu-
tion, should remain an evidence-based scien-
tific process. Such evidence must be in the 
form of criterion coefficients and effect sizes 
and cannot be limited to the study of correla-
tion and concordance. Field practice recom-
mendations for a proposed EDA signal pro-
cessing standard will be most effective if they 
are correctly informed as to the basis of avail-
able evidence with an understanding of the 
complex issues surrounding the design and 
selection of a signal processing solution. Field 
practice standards should also be informed by 
complete information about different use-case 
scenarios that can accompany the advantages 
and disadvantages of different possible solu-
tions. 

For more information, please contact  
polygraph@lafayetteinstrument.com.
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Final Thoughts on EDA Modes

Donald J. Krapohl 

Donnie W. Dutton

We appreciate that the Lafayette Instrument 
Company, and Mr. Nelson in particular, have 
championed the issue of transparency in EDA 
filtering methods.  The continuing absence of 
industry standards for how polygraph data 
are collected and displayed shows how much 
reliance polygraph examiners place in the de-
sign specifications chosen by the instrument 
manufacturers.  Mr. Nelson’s publication of 
EDA filtering specifications was an important 
decision, and we recognize it takes some busi-
ness courage to make that information public-
ly available.  We hope all manufactures will do 
likewise, and that generally agreed-upon stan-
dards will be on the visible horizon.  In the 
meantime, transparency is the best first step.

We offer no disagreement with Mr. Nelson’s 
response to our paper, save one.  In his re-
sponse he cited an earlier paper (Nelson, 
2018) in which various EDA filters were com-
pared against one another and offered that the 
current Lafayette auto-centering filter “…was 
found to equal or exceed the criterion coeffi-
cients of the manually-centered EDA data and 
all previous managed EDA solutions.”  This 
statement is technically correct but may mis-
lead those who do not read the Nelson (2018) 
paper and look specifically at the difference in 
correlation coefficients between the automatic 
and manual modes.  They were different by 
only 0.01.  A test of significance for the two 
coefficients with the modest sample size would 
reveal that any apparent difference was illuso-
ry and not meaningful. 

Relatedly, the feature extraction in Nelson 
(2018) was automated and used logged R/C 
ratios of EDR amplitudes.  The relationship 
between this approach and conventional 
manual scoring has not been established.  As 
such, the study did not perfectly model what 
human scorers do, lending its findings more to 
algorithmic than human approaches to EDA 
analysis.  Taken all together, there is insuffi-
cient reason to conclude that auto-centering 
the EDA signal improves human scorer per-
formance over the use of manual mode.  

In fairness, our paper did no better at resolv-
ing which filtering approach performed best 
because we only examined the effect of the fil-
ters on polygraph decisions, not on accuracy.  
We did argue for our preference for the man-
ual mode except under special circumstances 
due in part to a demonstrated possibility the 
automatic mode can influence the appearance 
of EDR onset latency.  We concede our opin-
ion is shaped by our field experiences and that 
the incidence of onset latency distortion has 
not been systematically investigated.  We and 
others have seen EDR onset latency distortion 
in the field due to the self-centering filter.  We 
have yet to count how often.  So, in sum, the 
basis for our preference for manual EDA as 
well as Mr. Nelson’s argument for self-center-
ing EDA both lack sufficient empirical sup-
port.

Sadly, this leaves us where we began.  There 
is no evidence that either self-centering or 
non-centering EDA modes will lead to higher 
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decision accuracy in human scoring.  We only 
know they can lead to different decisions.  Per-
haps one day Mr. Nelson will be shown to be 
correct about the superiority of auto-centering, 
or we regarding the importance of manual fil-
tering.  Perhaps we are both correct under dif-

ferent conditions.  What we have shown with 
our data, for which no one disagrees, is that 
the reliability of polygraph decisions among 
examiners may be affected by their choice of 
EDA settings.  That fact, we would argue, is 
cause for concern.
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Multinomial Reference Distributions for Seven-Position Likert Scores of 

Comparison Question Polygraph Tests

Raymond Nelson

Abstract

Multinomial reference tables were calculated for seven position Likert scores of comparison question 
polygraph tests. Although Likert score are somewhat inherently subjective, with no theoretical justi-
fication for the boundaries between scale items, calculation of the multinomial reference model was 
possible under the null hypothesis to the analytic theory of the polygraph. Reference tables of this 
type can be used to calculate posterior probabilities associated with observed test scores and are 
useful as a likelihood function in Bayesian analysis. They can also be used to calculate numerical 
cutscores to achieve desired posterior effect sizes. Although multinomial tables have been previously 
available for three-position scoring methods, including the U.S. Federal three-position scoring meth-
od and the Empirical Scoring System, this project advances the polygraph profession by providing a 
multinomial reference model with application to the tradition seven position scoring scale.
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Introduction

The seven-position scoring method (Bell, 
Raskin, Honts & Kircher, 1999; Department 
of Defense, 2006; National Center for Credi-
bility Assessment, 2017) is a semi-objective 
procedure for manual scoring of comparison 
question test (CQT) data. The traditional Likert 
scale for comparison question polygraph 
scores is referred to by polygraph profession-
als as the seven-position scale and includes 
the values [-3 -2 -1 0 +1 +2 +3]. Scoring pro-
cedures involve the assignment of seven-posi-
tion scores to analysis spots using the analytic 
theory of the polygraph test. An analysis spot 
consists of a relevant and comparison ques-
tion. The seven-position scale is an example of 
a Likert scale (Likert, 1932), and seven-posi-
tion scores can be thought of as Likert scores. 
Likert scales, and Likert scores are a common 
solution for numerically coding data in psy-
chology and social sciences because they are 
an effective way to transform subjective infor-
mation to numerical data. Numerical data is 
useful because it serves to document an ana-
lytic process. Documentation is an important 
aspect of reproducible analyses (Peng, 2011), 
which is fundamental to scientific research 
and scientific testing. 

A prototypical Likert scale will solicit informa-
tion about the degree to which a person agrees 
with a stated idea, providing a range of options 
including non-agreement (often coded numer-
ically as 0) and often including options as to 
the degree of agreement with an idea. The de-
gree of agreement is often coded using integers 
(i.e., 1, 2, 3) that signify the degree or level of 
agreement. In practice, Likert scales exist in 
many forms, with some scales including the 
use of negative integer scores that signify the 
degree of agreement in an inverse or opposite 
direction. For example, a person may be asked 
to respond to a statement such as “I like Mon-
days,” with options ranging from (-2, -1, 0, 1, 
2) indicating strong disagreement, mild dis-
agreement, neutral attitudes toward Mondays, 
mild agreement, and strong agreement. The 
number of response items in a Likert scale is 
determined by the information requirements 
of each use-case, and may commonly include 
3, 5 or 7 options, but can be adapted for any 
number of items as indicated by the use-case 
or context. Likert type scales have been used 

when manually scoring comparison question 
polygraph tests data since the early 1960s 
(Kubis, 1962, Backster, 1963) and continues 
to this day (Bell et al., 1999; Handler and Nel-
son 2008; National Center for Credibility As-
sessment, 2017). 

Likert scores are assigned by the examiner us-
ing the analytic theory of the polygraph test 
that greater changes in physiological activity 
are loaded at different types of test stimuli (i.e., 
relevant and comparison questions) as a func-
tion of deception or truth-telling in response 
to relevant target stimuli.  [See Nelson, (2016) 
for a discussion.] Evaluation of the loading of 
scores is easily accomplished by summation. 
Truthful persons have been shown to have 
generally greater changes in physiological re-
sponses, and corresponding numerical scores, 
loaded at comparison stimuli. In contrast, 
greater changes in physiological activity of de-
ceptive persons have been shown to be load-
ed at relevant target stimuli. Because all test 
data is subject to variability, and because a 
goal of testing is to separate random or unex-
plained variation from systematic or explained 
variation, testing procedures include the use 
of multiple repetitions of an array consisting of 
multiple relevant and comparison questions, 
in addition to other procedural questions. 

Some polygraph scoring methods make use 
of a three-position Likert scale, including the 
Federal three-position method (Department 
of Defense, 2006) and the Empirical Scoring 
System (ESS; Nelson et.al, 2011). Whereas 
traditional Likert scores are a solution for the 
quantification of information that is inherent-
ly subjective, three-position polygraph scores 
can be argued as objective when feature ex-
traction is based on objective methods. This 
nuance is largely inconsequential for field 
practitioners, though potentially important 
when considering that objective feature ex-
traction will remove analytic subjectivity as a 
source of unexplained or uncontrolled varia-
tion. Remaining sources of uncontrolled vari-
ation will be limited to the test administration 
and to the individual examinee. Multinomial 
reference distributions are available for the 
three-position and ESS-M scoring methods 
(Nelson, 2017; 2018a). However, no multino-
mial reference models have been previously 
available for the seven-position scoring meth-
od. Reference distributions are useful in both 
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practical and scientific ways because they can 
be used as a likelihood function for Bayesian 
analysis and quantification of the practical 
likelihoods of deception or truth-telling. This 
project involved the calculation, using Monte 
Carlo methods, of multinomial reference ta-
bles for seven-position Likert scores of com-
parison question polygraph test data.

Method

Multinomial reference distributions were cal-
culated for the seven-position Likert scores of 
comparison questions polygraph tests consist-
ing of a question sequence that includes two to 
four relevant questions along with comparison 
questions and other procedural questions. A 
distribution of this type, like all distributions, 
is a list of all possible values under the design, 
along with the statistical likelihoods associat-
ed with each score, under the theory of the 
test. 

Under the analytic theory of the polygraph test, 
different scores within the Likert scales occur 
with loaded, unequal frequency depending on 
whether an examinee has been deceptive or 
truthful. As it often happens in many scientif-
ic endeavors, it is more realistic and useful to 
calculate the distribution under a null hypoth-
esis that directly for a theory, because the null 
hypothesis can often be easily characterized 
as random. In contrast, calculating a distribu-
tion under an alternative hypothesis is often 
difficult. Under the null hypothesis to the an-
alytic theory physiological activity, and result-
ing numerical scores, are not loaded at the dif-
ferent types of test stimuli in any systematic 
way. In the polygraph testing context, the null 
hypothesis holds that changes in physiology 
that contribute to each of the different possi-
ble scores will occur with equal frequency, re-
sulting in aggregated scores that do not differ 
significantly from zero. 

Field polygraph tests consists of up to five iter-
ations of the sequence of test questions, with 
a floor requirement of three iterations. Poly-
graph data analysis is multivariate in that dif-
ferent sources of data are integrated to achieve 
an analytic result. Data sources include respi-
ration data, electrodermal (EDA) data, cardio-
vascular activity. Vasomotor activity can also 
be included but is not presently a required 
standard practice. Tables were calculated sep-
arately for examinations with two, three and 
four relevant questions. [See Nelson & Krapohl 
(2017) for an example of a manual score sheet 
for comparison question polygraphs.] A sepa-
rate table was calculated for subtotal scores 
of up to five iterations of individual RQs, con-
sistent with field practices for multiple issue 
screening polygraphs in which each relevant 
question may be evaluated with an assump-
tion of independent criterion variance. 

Seven-position Likert scores of comparison 
question polygraph tests are multinomial be-
cause each score is taken from multiple pos-
sible values. Each score – for each sensor and 
each iteration of each relevant question – can 
take one of seven possible values. When the 
number of possible scores is limited to two 
items the distribution is referred to as binomi-
al, a special case of the multinomial.  A distri-
bution is referred to as multinomial when each 
score is taken from more than two possible 
values. Table 1 shows the number of scores 
for each of the different testing conditions.

The maximum possible score will be [num-
ber of scores (n) * max score (+3)]. Similarly, 
the minimum possible score will be [number 
of scores * the min score (-3)]. The range of 
possible total scores is [2 * max + 1] because 
the score zero (0) exists in between the + and 
– scores. Table 2 shows the range of possible 
scores for each of the testing configurations. 
In practice, polygraph scores are often loa-

Table 1. Number of scores for different testing conditions
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ded at statistically significant levels after three 
iterations of the question sequence. For this 
reason, field polygraph tests often consist of a 
minimum of three iterations of the test ques-
tion sequence. When fewer than five iterations 

are used, it is simply as if the optional fourth 
and fifth iteration have resulted in no non-ze-
ro scores. In other words, the fourth and fifth 
charts contribute no information to the test 
result when they are not completed.

Table 2. Range of possible scores for different testing conditions 

Table 3. Number of possible combinations of 7 position scores. 

For each test configuration, there is only one 
way to achieve the maximum or minimum 
possible score – all score must be either the 
max (+3) or min (-3) score withing the Likert 
scale. While there is only one way to achieve 
the maximum or minimum possible total 
score, there are numerous ways to achieve a 
total score near zero. For each test configura-
tion there is a mathematically finite combina-
tion of sensor scores, and a finite number of 
ways to achieve each possible total score with-
in the range of possible total scores. One way 
to study the distribution of possible scores is 
to manually enumerate each possible combi-
nation of scores. 

When the number of combinations is large 
it will be much more efficient to calculate 
the number of ways to achieve each possible 
score using combinatoric formulae. For com-

parison question polygraph tests consisting of 
five iterations of four relevant questions with 
four recording sensors the number of possi-
ble combinations of seven-position scores will 
be 4.053622e+671. Unfortunately, when the 
number of possible combinations is very large 
these calculations can become unwieldy even 
for powerful computing platforms. In these 
situations, Monte Carlo methods – statistical 
methods developed to calculate large and dif-
ficult multinomial problems during the Man-
hattan project – can be a more efficient way of 
calculating a distribution of values. [Refer to 
Eckhardt (1987), Metropolis, (1987), and Me-
tropolis & Ulam (1949) for more information 
on Monte Carlo methods.] Table 3 shows the 
number of possible combinations for different 
comparison question test configurations with 
seven position Likert scores. 

1For readers who don’t work with scientific notation for large numbers, this number can be thought of intuitively as the 
number 4053622 followed by an additional 61 zeros. As a point of trivia, a number with 60 zeros is named novemedecillion.

In field practice the entire range of seven-po-
sition scores is rarely, if ever, used for some of 
the sensors. By convention, respiration scores 
are commonly constrained to a range of three 
possible scores [-1, 0, +1]. The entire range of 

seven position values scores may be used for 
EDA scores. Cardio data are commonly less 
productive than electrodermal and more pro-
ductive than respiration data. Cardio data of-
ten produce more numerical information than 
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respiration scores yet less than EDA data, 
and rarely receive the maximum or minimum 
possible value from the seven-position Likert 
scale. Vasomotor scores are commonly as-
signed a numerical score using only the mid-
dle three values of the seven position scale.

A common characteristic of multivariate anal-
ysis – those that combine different sources of 
information into a statistical model or statisti-
cal classifier – is that different sources of data 

do not contribute equally to an optimal model. 
[Refer to Nelson (2019) for a survey of struc-
tural weighting coefficients for comparison 
question polygraph test scores.] For this rea-
son, multinomial distributions for this project 
were calculated using a weighting scheme that 
was devised by constraining the range of the 
Likert scale for each of the recording sensors. 
Table 4 shows the constrained Likert scales 
for each of the polygraph recording sensors. 

Table 4. Number of possible combinations of seven-position scores.

These scales produced the following weight-
ing coefficients for the sensor data: respiration 
= .14, EDA = .43, cardio = .28, and vasomo-
tor = .14. When vasomotor data are omitted, 
the weighting coefficients for Table 4 are as 
follows: respiration = .17, EDA = .5, cardio = 
.33. Evaluation of the weighting coefficients 
reported in Nelson (2019) produced the fol-
lowing weighting coefficients when vasomotor 
data was not included: respiration data = .22, 
EDA = .49, and cardio data = .28. Using only 
those studies that include the vasomotor sen-
sor, aggregated weighting coefficients were the 
following: respiration = .21, EDA = .41, cardio 
= .18, and vasomotor = .22. 

Evaluation of the summed numerical scores 
from Kircher and Raskin (1988) produced the 
following weighting coefficients: respiration 
= .08, EDA = .59, cardio = .16, vasomotor = 
.16. A more recent study by Honts and Reavy 
(2015) included seven position manual scores 
that resulted in the following weighting coeffi-
cients: respiration = .13, EDA = .39, cardio = 
.26, vasomotor = .22. With consideration for 
the observed variation in reported weighting 
coefficients in previous studies, the EDA data 
is found to consistently contribute more infor-
mation to effective classification than the oth-
er sensors. The Likert scales shown in Table 4 
are thought to be a reasonable and convenient 
integer-based approximation to an optimal 
structural model. 

Constraining the multinomial scales for each 
of the sensor has the effect of reducing the 
number of possible multinomial combinations. 
However, the resulting combinatoric distribu-
tion is still too large to compute an exact mul-
tinomial calculation, and still are more suited 
for Monte Carlo methods. 

Design of the Monte Carlo model

The Monte Carlo distributions were calculat-
ed by sampling from the Likert scale scores, 
for each sensor, under the null-hypothesis to 
the analytic theory. Scientific experiments are 
often designed to test a null hypothesis. An 
alternative hypothesis can be accepted when 
the probability of obtaining the observed data 
under the null hypothesis is sufficiently low. 
In this method, a hypothesis is supported by 
the data only when the null hypothesis is re-
jected. A large amount of scientific knowledge 
has been acquired by testing of hypotheses in 
this manner. When applied to the polygraph 
context, this method asks the following ques-
tion of the test: are the test loaded, at a statisti-
cally significant level, for deception or truth-tell-
ing? Expressed under the null hypothesis the 
question is asked this way: are the aggregated 
test scores similar to zero? When a test does 
not work – when the data are not loaded for 
deception or truth-telling – numerical scores 
do not differ significantly from zero and a test 
result is inconclusive. 
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Monte Carlo distributions, under the null hy-
pothesis, are constructed by sampling, with re-
placement, from the Likert scale values. When 
sampling under the null hypothesis each of the 
values within the Likert scales is selected with 
uniform or equal probability weighting. Also, 
whereas under the theory of the test scores 
are systematically loaded and are therefore co-
variant, under that null hypothesis each score 
is unrelated to other scores and therefore in-
dependent. The number of sample scores for 
each case is determined by the number of rel-
evant questions and the number of recording 
sensors, as shown in Table 1. Three million 
sample cases were included in the Monte Carlo 
space.

After sampling the sensor scores, sensor 
scores for each case in the Monte Carlo space 
were then aggregated to total scores. Results 
of event-specific (single-issue) diagnostic ex-
ams can be classified as deceptive or truthful 
using both grand total and subtotal scores, 
while results of multiple issue screening poly-
graphs are commonly classified using the sub-
total scores for the individual relevant ques-
tions. [See to Nelson (2018b) for a description 
of the procedural rules used to classify poly-
graph test results.]  

Total scores in the Monte Carlo space were 
then counted for their frequency of occur-
rence, and these sums were divided by the 
number of cases in the Monte Carlo space. 
The resulting probability values indicate the 
frequency of occurrence of each possible nu-
merical total within the multinomial combina-
toric distribution of scores if it were possible to 
calculate the combinatoric formula. As stated 
earlier, Monte Carlo methods are an effective 
way of calculating models for which the com-
binations of interactions is very complex, or 
the numbers are very large, to a degree that 
they remain unwieldy even for today’s com-
puting platforms. 

Multinomial distributions were calculated for 
tests with four recording sensors, including a 
single score for abdominal and thoracic respi-
ration, electrodermal activity, cardiovascular 
activity, and the optional vasomotor activity. 
When the optional vasomotor sensor is not 
used it is simply as if there are no non-zero 
vasomotor scores. In other words, the option-
al vasomotor sensor contributes nothing to 
the test scores when it is not used. Multino-
mial tables, shown in Appendices A-H, were 
calculated for single issue and multiple issue 
polygraph examinations consisting of up to 

Table 5. Segment of a multinomial table for single issue polygraphs with three RQs.
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five iterations of two, three, or four relevant 
questions, with and without the optional va-
somotor sensor. All computation was done in 
the R Language for Statistical Computing (R 
Core Team, 2021). Appendix I includes the 
code used to calculate the multinomial tables. 

Table in the appendices cover the entire spec-
trum of validated comparison question test 
formats described by American Polygraph As-
sociation (2011). Table 5 shows a portion of 
a multinomial distribution for a single-issue 
polygraph test with three relevant questions.

One of the important practical uses for prob-
ability tables is as a likelihood function for 
Bayesian analysis. [Refer to Nelson (2018c) for 
more information on Bayesian analysis and its 
application to polygraph testing.] Columns of 
greatest practical interest are shaded lightly in 
yellow in Table 5. Each column is calculated 
from the column immediately to the left. The 
rightmost column, titled oddsLL05, indicates 
the lower limit of the credible interval for the 
posterior odds of deception or truth-telling with 
one-tailed alpha set at .05. These values were 
calculated using the Clopper-Pearson method. 
[Refer to Nelson (2018d) for information on the 
Clopper-Pearson interval.] Each value in the 
rightmost column is associated with a total 
numerical score in the leftmost score column 
and tells us that when accounting for expect-
ed variability in test data, repetition of an ex-
amination will produce a similar classification 
with 95% likelihood. The column labeled odds 
shows the posterior conditional odds of truth 
or deception under an equal prior.

Working from the left side of the table, the left-
most column shows the range of total scores 
(though truncated in this example). The co-
lumn labeled pmf shows an estimate of the 
probability mass function for each possible to-
tal score. The pmf is the expected proportion 
of all possible test results, under the null hy-
pothesis, that are expected to be equal to the 
scores in the leftmost score column. The col-
umn labeled cdf shows the cumulative distri-
bution function and is calculated as a running 
sum of each successive row in the pmf column. 
The pmf can be thought of as the probability, 
under the null hypothesis, of observing a test 
score that is equal to or lower than each pos-
sible scores in the score column. The cdfCon-

tCor column is a continuity correction to the 
cdf. Using a continuity correction in this way 
assures that the actual probability value, for 
deception or truth-telling, always exceeds the 
calculated statistical value. The odds column 
is calculated from the cdfContCor column, and 
provides a more practical and intuitive discus-
sion, compared to decimal probabilities, of the 
probability of deception or truth-telling. 

Using the Multinomial Reference Model

Multinomial reference tables can be used to 
calculate the posterior odds associated with 
each possible total score. This is done by locat-
ing an observed test score in the left column, 
labeled score, and then finding the value in the 
corresponding row using the column labeled 
odds. For example, using the information in 
Table 5, a total numerical score of eight (8) can 
located in the score column, and corresponds 
to a posterior odds of 3.5 to 1 for truth-telling, 
assuming an equal prior, as shown in the odds 
column. 

A second use for the multinomial reference ta-
bles shown in the appendices is to calculate, 
prior to any testing, the numerical cutscores 
that are required to achieve desired posteri-
or effect sizes. For example, a cutscore can 
be selected so that test results equal or ex-
ceed a desired posterior odds. Table 6 shows 
the multinomial cutscores that correspond 
to a posterior odd of 2 to 1 or greater. using 
the two-stage-rule (TSR: Senter, 2003; Sent-
er & Dollins, 2003; Krapohl, 2005; Krapohl & 
Cushman, 2006) for single issue exams, and 
the subtotal-score-rule (SSR: Department of 
Defense, 2006, National Center for Credibili-
ty Assessment, 2017; Senter Waller & 
Krapohl, 2008) for multiple is-sue exams. 
Table 7 shows the cutscores using seven-
position multinomial tables calculated 
without the vasomotor sensor. 

Another way to calculate cutscores – and po-
tentially reduce inconclusive results while 
maintaining desired classification effect siz-
es – is to work with the expected variation in 
test sample data. This requires calculation of 
an expected interval of variability, typically us-
ing a=.05, that give the lower limits and upper 
limits of the space in which we expect an un-
known value to exist. Table 8 shows the multi-
nomial cutscores using alpha=.05 for the lower 
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limit of the Clopper-Pearson interval for the 
posterior odds of deception and truth-telling. 
Scores that equal or exceed these cutscores 
can be said to be indicative or deception or 
truth-telling at a 1-alpha * 100% = 95% level 
of confidence (referred to as a credible interval 
in Bayesian analysis) that other data, collected 

Table 6. Seven-position multinomial cutscores to achieve posterior odds >=2 to 1 with 
vasomotor data.

Table 7. Seven-position multinomial cutscores to achieve posterior odds >2 to 1 without 
vasomotor data.

Table 8. Seven-position multinomial cutscores to assure the 95% CI exceeds the equal prior 
with vasomotor data.

Table 9. Seven-position multinomial cutscores to assure the 95% CI exceeds the equal prior 
without vasomotor data.

and analyzed in the same way, would lead to 
a similar classification. This can be thought of 
as the 95% likelihood that other data would be 
similarly indicative of deception or truth-tell-
ing if acquired and analyzed the same way. 
Table 9 shows the cutscores for the lower limit 
of the Clopper Pearson interval without the va-
somotor sensor data.

Numerical scores that do not meet these cut-
scores do not provide a 95% level of confidence 
that they will be replicated by similar testing 
and analysis procedures. In other words, this 
method of cutscore selection answers the 
question: if not certain, what cutscores provide 

us with a 95% level of confidence that other test 
data will be similarly indicative of deception or 
truth-telling? Or: how sure can one be that the 
observed test result is indicative of deception or 
truth-telling?
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Discussion 

Multinomial distributions are an expression 
of the analytic theory of the polygraph test, 
and were previously published for three-po-
sition scoring methods, including the Federal 
three-position scores (Nelson, 2018a) and for 
the empirical scoring system (ESS, Nelson, 
2017). Empirical reference distributions have 
also been described (Nelson & Handler, 2015). 
However, no previous publications were found 
that described a theoretical (mathematical 
and statistical) justification for seven position 
scores or suggested cutscores. 

Theoretical distributions are important part 
of any scientific activity because they are cal-
culated using only facts and information that 
are subject to mathematical and logical proof. 
When our knowledge about a theoretical dis-
tribution is strong and sufficient, we can use 
that knowledge to make statistical inferences 
about an observed individual case. For exam-
ple, a six-sided die is multinomial in that when 
cast it will display one of six possible values. 
For an unbiased die all of the possible scores 
will occur with frequency when data are col-
lected for numerous trials. Of course, some 
variation will always be observed However, 
if we observe that some numbers occur with 
a frequency that exceeds normally expected 
variation, it supports a conclusion about that 
particular die. 

Throughout the 20th and 21st centuries, there 
has been a consistent trend in social scienc-
es to conform, to the extent possible, to the 
procedures and expectations of other scientific 
disciplines, including the formation of testable 
hypothesis, rejection of ideas that cannot be 
replicated or which cannot be supported with 
reproducible analysis, and the mathematical 
quantification of probabilities associated with 
conclusions made under inherent uncertainty 
(Baker, 2016; Meehl, 1954; Peng, 2015; Pop-
per, 1959; 1972). These expectations extend 
to both scientific research and also to scien-
tific testing of individuals. Examples of this 
are abundant and include the conception of 
the Likert scale itself, for which its intended 
purpose is to permit the numerical statisti-
cal analysis of subjective information. Other 
examples include the scientific concepts of a 
null hypothesis and alternative hypothesis, 

and the requirement that scientific ideas are 
testable and falsifiable.

A limitation of this study is that it does not 
include the study of outcome effect sizes. This 
is somewhat mitigated by the fact that nu-
merous studies have already demonstrated 
useful effect sizes for CQT procedures and is 
further mitigated by the similarity of multino-
mial seven-position cutscores with traditional 
seven-position cutscore that were developed 
largely through heuristic experience. This proj-
ect is limited to the application of multinomial 
theory to the seven position Likert scale under 
the null hypothesis. Multinomial probabilities 
are an expression of the likelihood of obtaining 
a score equal to or more extreme than an ob-
served test score if the test data are not loaded 
systematically for deception or truth-telling. 
Posterior odds shown in the appendices can 
be thought of as the likelihood of deception 
or truth-telling after updating an equal prior 
with the multinomial likelihood value for an 
observed test score. 

A more important limitation surrounds the 
seven position scoring method in general. Al-
though the multinomial distribution under the 
null hypothesis may be objective, there is no 
theoretical justification (subject to mathemat-
ical and logical proof) as to the boundaries be-
tween the different seven position scale scores. 
Attempts to find empirical or observational 
basis for scoring boundaries does not satisfy 
the scientific requirement for theoretical justi-
fication. Also, attempts to apply mathematical 
ratio constraints or rules to the seven position 
scale values are without theoretical justifica-
tion and are therefore arbitrary. Whereas the 
seven position Likert scale is inherently limit-
ed due either subjective or arbitrary boundar-
ies between scale items, three-position scoring 
methods, based on the rank ordinal compar-
ison of relevant and comparison response 
pairs, are objectively multinomial and are 
supported by an inherently stronger theoret-
ical and scientific foundation. 

Although multinomial distributions were pre-
viously introduced to polygraph data analysis 
for three-position scoring methods, this proj-
ect advances the scientific foundation of the 
comparison question test through the calcula-
tion of multinomial references distributions for 
the traditional seven-position scoring method 
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for CQT data. No previous effort was found to 
attempt to calculate a theoretical distribution 
for this method. Future research may want 
to investigate the degree to which the use of 
multinomial cutscores and multinomial may 

be useful to reducing the occurrence of incon-
clusive results or to improve effect sizes of in-
terest to field polygraph examiners, polygraph 
programs and referring professionals. 
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Appendix A: Multinomial Reference Table – 4 RQs without PLE  SEVEN POSITION MULTINOMIAL TABLES 

Appendix A: Multinomial Reference Table – 4 RQs without PLE 
 

 
Score pmf cdf cdfContCor odds oddsLL05 

-27 0.002 0.011 0.010 104 14 
-26 0.003 0.013 0.012 82 13 
-25 0.003 0.017 0.015 65 13 
-24 0.004 0.021 0.019 52 11 
-23 0.005 0.025 0.023 42 11 
-22 0.006 0.031 0.028 34 9.4 
-21 0.007 0.038 0.034 28 8.7 
-20 0.008 0.046 0.042 23 7.9 
-19 0.009 0.055 0.050 19 7.0 
-18 0.010 0.065 0.060 16 6.3 
-17 0.012 0.076 0.071 13 5.6 
-16 0.013 0.090 0.083 11 5.0 
-15 0.015 0.105 0.097 9.3 4.4 
-14 0.017 0.122 0.113 7.8 3.9 
-13 0.018 0.140 0.131 6.7 3.5 
-12 0.020 0.160 0.150 5.7 3.0 
-11 0.022 0.182 0.171 4.8 2.7 
-10 0.024 0.206 0.194 4.2 2.4 
-9 0.026 0.231 0.219 3.6 2.1 
-8 0.027 0.259 0.245 3.1 1.8 
-7 0.029 0.287 0.273 2.7 1.6 
-6 0.030 0.317 0.302 2.3 1.4 
-5 0.031 0.349 0.333 2.0 1.2 
-4 0.032 0.381 0.365 1.7 1.1 
-3 0.033 0.414 0.398 1.5 1.0 
-2 0.034 0.449 0.432 1.3 0.8 
-1 0.034 0.483 0.466 1.1 0.7 
0 0.034 0.517 0.500 1.0 0.6 
1 0.034 0.551 0.466 1.1 0.7 
2 0.034 0.586 0.432 1.3 0.8 
3 0.033 0.619 0.398 1.5 1.0 
4 0.032 0.651 0.365 1.7 1.1 
5 0.031 0.683 0.333 2.0 1.2 
6 0.030 0.713 0.302 2.3 1.4 
7 0.029 0.741 0.273 2.7 1.6 
8 0.027 0.769 0.245 3.1 1.8 
9 0.026 0.794 0.219 3.6 2.1 
10 0.024 0.818 0.194 4.2 2.4 
11 0.022 0.840 0.171 4.8 2.7 
12 0.020 0.860 0.150 5.7 3.0 
13 0.018 0.878 0.131 6.7 3.5 
14 0.017 0.895 0.113 7.8 3.9 
15 0.015 0.910 0.097 9.3 4.4 
16 0.013 0.924 0.083 11 5.0 
17 0.012 0.935 0.071 13 5.6 
18 0.010 0.945 0.060 16 6.3 
19 0.009 0.954 0.050 19 7.0 
20 0.008 0.962 0.042 23 7.9 
21 0.007 0.969 0.034 28 8.7 
22 0.006 0.975 0.028 34 9.4 
23 0.005 0.979 0.023 42 11 
24 0.004 0.983 0.019 53 11 
25 0.003 0.987 0.015 65 13 
26 0.003 0.989 0.012 82 13 
27 0.002 0.992 0.010 104 14 
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Appendix B: Multinomial Reference Table – 3 RQs without PLE 
 
 

Score pmf cdf cdfContCor odds oddsLL05 
-24 0.002 0.009 0.008 126.2 12.2 
-23 0.003 0.012 0.010 95.4 11.2 
-22 0.004 0.015 0.014 72.7 10.2 
-21 0.004 0.020 0.018 55.8 10.0 
-20 0.005 0.025 0.023 43.3 8.8 
-19 0.007 0.032 0.029 34.0 8.2 
-18 0.008 0.040 0.036 26.9 7.2 
-17 0.009 0.049 0.045 21.5 6.5 
-16 0.011 0.060 0.055 17.2 5.8 
-15 0.013 0.073 0.067 14.0 5.1 
-14 0.015 0.088 0.081 11.4 4.5 
-13 0.017 0.106 0.097 9.3 4.0 
-12 0.020 0.125 0.116 7.7 3.4 
-11 0.022 0.147 0.136 6.3 3.0 
-10 0.024 0.172 0.159 5.3 2.6 
-9 0.027 0.198 0.185 4.4 2.3 
-8 0.029 0.227 0.213 3.7 2.0 
-7 0.031 0.258 0.243 3.1 1.7 
-6 0.033 0.292 0.275 2.6 1.5 
-5 0.035 0.327 0.309 2.2 1.3 
-4 0.037 0.364 0.345 1.9 1.1 
-3 0.038 0.402 0.383 1.6 0.9 
-2 0.039 0.441 0.421 1.4 0.8 
-1 0.039 0.480 0.461 1.2 0.7 
0 0.040 0.520 0.500 1.0 0.6 
1 0.039 0.559 0.461 1.2 0.7 
2 0.039 0.598 0.421 1.4 0.8 
3 0.038 0.636 0.383 1.6 0.9 
4 0.037 0.673 0.345 1.9 1.1 
5 0.035 0.708 0.309 2.2 1.3 
6 0.033 0.742 0.275 2.6 1.5 
7 0.031 0.773 0.243 3.1 1.7 
8 0.029 0.802 0.213 3.7 2.0 
9 0.027 0.828 0.185 4.4 2.3 
10 0.024 0.853 0.159 5.3 2.6 
11 0.022 0.875 0.136 6.3 3.0 
12 0.020 0.894 0.116 7.7 3.4 
13 0.017 0.912 0.097 9.3 4.0 
14 0.015 0.927 0.081 11.4 4.5 
15 0.013 0.940 0.067 14.0 5.1 
16 0.011 0.951 0.055 17.2 5.8 
17 0.009 0.960 0.045 21.5 6.5 
18 0.008 0.968 0.036 26.9 7.2 
19 0.007 0.975 0.029 34.0 8.2 
20 0.005 0.980 0.023 43.3 8.8 
21 0.004 0.985 0.018 55.8 10.0 
22 0.004 0.988 0.014 72.7 10.2 
23 0.003 0.991 0.010 95.4 11.2 
24 0.002 0.993 0.008 126.2 12.2 
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Appendix C: Multinomial Reference Table – 2 RQs without PLE 
 
 

Score pmf cdf cdfContCor odds oddsLL05 
-19 0.003 0.011 0.010 101.3 8.3 
-18 0.004 0.016 0.014 72.8 7.6 
-17 0.006 0.021 0.019 53.0 6.9 
-16 0.007 0.029 0.025 39.0 6.1 
-15 0.009 0.038 0.033 29.1 5.7 
-14 0.011 0.049 0.043 22.0 5.2 
-13 0.014 0.063 0.056 16.8 4.4 
-12 0.017 0.080 0.072 13.0 3.9 
-11 0.020 0.100 0.090 10.1 3.4 
-10 0.023 0.123 0.112 8.0 3.0 
-9 0.027 0.150 0.137 6.3 2.5 
-8 0.030 0.181 0.165 5.0 2.2 
-7 0.034 0.215 0.198 4.1 1.8 
-6 0.037 0.252 0.233 3.3 1.5 
-5 0.041 0.292 0.272 2.7 1.3 
-4 0.043 0.335 0.314 2.2 1.1 
-3 0.045 0.381 0.358 1.8 0.9 
-2 0.047 0.428 0.404 1.5 0.8 
-1 0.048 0.476 0.452 1.2 0.6 
0 0.048 0.524 0.500 1.0 0.5 
1 0.048 0.572 0.452 1.2 0.6 
2 0.047 0.619 0.404 1.5 0.8 
3 0.045 0.665 0.358 1.8 0.9 
4 0.043 0.708 0.314 2.2 1.1 
5 0.041 0.748 0.272 2.7 1.3 
6 0.037 0.785 0.233 3.3 1.5 
7 0.034 0.819 0.198 4.1 1.8 
8 0.030 0.850 0.165 5.0 2.2 
9 0.027 0.877 0.137 6.3 2.5 
10 0.023 0.900 0.112 8.0 3.0 
11 0.020 0.920 0.090 10.1 3.4 
12 0.017 0.937 0.072 13.0 3.9 
13 0.014 0.951 0.056 16.8 4.4 
14 0.011 0.962 0.043 22.0 5.2 
15 0.009 0.971 0.033 29.1 5.7 
16 0.007 0.979 0.025 39.0 6.1 
17 0.006 0.984 0.019 53.0 6.9 
18 0.004 0.989 0.014 72.8 7.6 
19 0.003 0.992 0.010 101.3 8.3 
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Appendix D: Multinomial Reference Table – Question Subtotals without PLE 
 

 
Score pmf cdf cdfContCor odds oddsLL05 odds2RQ odds3RQ odds4RQ odds2LL05 odds3LL05 odds4LL05 

-14 0.004 0.009 0.007 141 4.1 11.9 5.2 3.4 2.4 1.5 1.1 
-13 0.006 0.015 0.012 85 3.8 9.2 4.4 3.0 2.1 1.4 1.0 
-12 0.008 0.023 0.019 53 3.9 7.3 3.8 2.7 1.9 1.2 0.9 
-11 0.011 0.034 0.028 34 3.5 5.9 3.2 2.4 1.6 1.1 0.9 
-10 0.016 0.050 0.042 23 3.0 4.8 2.8 2.2 1.4 1.0 0.8 
-9 0.021 0.071 0.060 16 2.7 3.9 2.5 2.0 1.3 0.9 0.7 
-8 0.027 0.098 0.085 11 2.4 3.3 2.2 1.8 1.1 0.8 0.7 
-7 0.034 0.132 0.115 7.7 1.9 2.8 2.0 1.7 1.0 0.7 0.6 
-6 0.041 0.173 0.152 5.6 1.6 2.4 1.8 1.5 0.8 0.7 0.6 
-5 0.048 0.220 0.197 4.1 1.3 2.0 1.6 1.4 0.7 0.6 0.5 
-4 0.054 0.275 0.248 3.0 1.0 1.7 1.4 1.3 0.6 0.5 0.5 
-3 0.060 0.335 0.305 2.3 0.8 1.5 1.3 1.2 0.6 0.5 0.5 
-2 0.064 0.399 0.367 1.7 0.6 1.3 1.2 1.1 0.5 0.4 0.4 
-1 0.067 0.466 0.432 1.3 0.5 1.1 1.1 1.1 0.4 0.4 0.4 
0 0.068 0.534 0.500 1.0 0.4 1.0 1.0 1.0 0.4 0.4 0.4 
1 0.067 0.601 0.432 1.3 0.5 1.7 2.3 3.0 0.6 0.8 1.0 
2 0.064 0.665 0.367 1.7 0.6 3.0 5.2 8.9 1.0 1.5 2.1 
3 0.060 0.725 0.305 2.3 0.8 5.2 12 27 1.5 2.4 3.2 
4 0.054 0.780 0.248 3.0 1.0 9.2 28 85 2.1 3.3 3.8 
5 0.048 0.827 0.197 4.1 1.3 16.7 68 280 2.8 3.7 4.3 
6 0.041 0.868 0.152 5.6 1.6 31.0 173 >500 3.4 4.1 4.4 
7 0.034 0.902 0.115 7.7 1.9 59.2 456 >500 3.6 4.4 4.5 
8 0.027 0.929 0.085 11 2.4 117.2 >500 >500 4.0 4.5 4.5 
9 0.021 0.950 0.060 16 2.7 241.5 >500 >500 4.2 4.5 4.5 

10 0.016 0.966 0.042 23 3.0 >500 >500 >500 4.4 4.5 4.5 
11 0.011 0.977 0.028 34 3.5 >500 >500 >500 4.5 4.5 4.5 
12 0.008 0.985 0.019 53 3.9 >500 >500 >500 4.5 4.5 4.5 
13 0.006 0.991 0.012 85 3.8 >500 >500 >500 4.5 4.5 4.5 
14 0.004 0.995 0.007 141 4.1 >500 >500 >500 4.5 4.5 4.5 
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Appendix E: Multinomial Reference Table – 4 RQs with PLE 
 
 

Score pmf cdf cdfContCor odds oddsLL05 
-29 0.002 0.009 0.008 122 18 
-28 0.002 0.011 0.010 97 18 
-27 0.003 0.014 0.013 78 16 
-26 0.003 0.017 0.016 62 15 
-25 0.004 0.021 0.019 51 14 
-24 0.004 0.026 0.024 41 13 
-23 0.006 0.031 0.029 34 11 
-22 0.006 0.038 0.034 28 10 
-21 0.007 0.045 0.041 23 9.2 
-20 0.008 0.053 0.049 19 8.1 
-19 0.010 0.063 0.058 16 7.2 
-18 0.011 0.074 0.069 14 6.4 
-17 0.012 0.086 0.080 12 5.7 
-16 0.014 0.100 0.093 9.7 5.1 
-15 0.015 0.115 0.108 8.3 4.5 
-14 0.017 0.133 0.124 7.1 4.0 
-13 0.018 0.151 0.142 6.1 3.5 
-12 0.020 0.171 0.161 5.2 3.1 
-11 0.022 0.193 0.182 4.5 2.7 
-10 0.024 0.217 0.205 3.9 2.4 
-9 0.025 0.242 0.229 3.4 2.1 
-8 0.027 0.268 0.255 2.9 1.9 
-7 0.028 0.296 0.282 2.5 1.7 
-6 0.029 0.325 0.311 2.2 1.5 
-5 0.030 0.355 0.340 1.9 1.3 
-4 0.031 0.386 0.371 1.7 1.1 
-3 0.032 0.418 0.402 1.5 1.0 
-2 0.033 0.451 0.435 1.3 0.9 
-1 0.033 0.484 0.467 1.1 0.8 
0 0.033 0.516 0.500 1.0 0.7 
1 0.033 0.549 0.467 1.1 0.8 
2 0.033 0.582 0.435 1.3 0.9 
3 0.032 0.614 0.402 1.5 1.0 
4 0.031 0.645 0.371 1.7 1.1 
5 0.030 0.675 0.340 1.9 1.3 
6 0.029 0.704 0.311 2.2 1.5 
7 0.028 0.732 0.282 2.5 1.7 
8 0.027 0.758 0.255 2.9 1.9 
9 0.025 0.783 0.229 3.4 2.1 

10 0.024 0.807 0.205 3.9 2.4 
11 0.022 0.829 0.182 4.5 2.7 
12 0.020 0.849 0.161 5.2 3.1 
13 0.018 0.867 0.142 6.1 3.5 
14 0.017 0.885 0.124 7.1 4.0 
15 0.015 0.900 0.108 8.3 4.5 
16 0.014 0.914 0.093 9.7 5.1 
17 0.012 0.926 0.080 12 5.7 
18 0.011 0.937 0.069 14 6.4 
19 0.010 0.947 0.058 16 7.2 
20 0.008 0.955 0.049 19 8.1 
21 0.007 0.962 0.041 23 9.2 
22 0.006 0.969 0.034 28 10 
23 0.006 0.974 0.029 34 11 
24 0.004 0.979 0.024 41 13 
25 0.004 0.983 0.019 51 14 
26 0.003 0.986 0.016 62 15 
27 0.003 0.989 0.013 78 16 
28 0.002 0.991 0.010 97 18 
29 0.002 0.993 0.008 122 18 
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Appendix F: Multinomial Reference Table – 3 RQs with PLE 
 
 

Score pmf cdf cdfContCor odds oddsLL05 
-25 0.002 0.009 0.008 118 15 
-24 0.003 0.012 0.011 91 13 
-23 0.003 0.016 0.014 71 13 
-22 0.004 0.020 0.018 55 12 
-21 0.005 0.025 0.023 44 11 
-20 0.006 0.031 0.028 34 9.4 
-19 0.007 0.039 0.035 28 8.6 
-18 0.009 0.047 0.043 22 7.7 
-17 0.010 0.058 0.053 18 6.8 
-16 0.012 0.070 0.064 15 6.1 
-15 0.014 0.083 0.077 12 5.3 
-14 0.016 0.099 0.091 10 4.6 
-13 0.018 0.117 0.108 8.3 4.1 
-12 0.020 0.137 0.127 6.9 3.5 
-11 0.022 0.159 0.148 5.8 3.1 
-10 0.024 0.183 0.171 4.8 2.7 
-9 0.026 0.210 0.196 4.1 2.3 
-8 0.029 0.238 0.224 3.5 2.0 
-7 0.031 0.269 0.253 2.9 1.8 
-6 0.032 0.301 0.285 2.5 1.5 
-5 0.034 0.334 0.318 2.1 1.3 
-4 0.035 0.370 0.352 1.8 1.1 
-3 0.036 0.406 0.388 1.6 1.0 
-2 0.037 0.443 0.425 1.4 0.9 
-1 0.038 0.481 0.462 1.2 0.7 
0 0.038 0.519 0.500 1.0 0.6 
1 0.038 0.557 0.462 1.2 0.7 
2 0.037 0.594 0.425 1.4 0.9 
3 0.036 0.630 0.388 1.6 1.0 
4 0.035 0.666 0.352 1.8 1.1 
5 0.034 0.699 0.318 2.1 1.3 
6 0.032 0.731 0.285 2.5 1.5 
7 0.031 0.762 0.253 2.9 1.8 
8 0.029 0.790 0.224 3.5 2.0 
9 0.026 0.817 0.196 4.1 2.3 
10 0.024 0.841 0.171 4.8 2.7 
11 0.022 0.863 0.148 5.8 3.1 
12 0.020 0.883 0.127 6.9 3.5 
13 0.018 0.901 0.108 8.3 4.1 
14 0.016 0.917 0.091 10 4.6 
15 0.014 0.930 0.077 12 5.3 
16 0.012 0.942 0.064 15 6.1 
17 0.010 0.953 0.053 18 6.8 
18 0.009 0.961 0.043 22 7.7 
19 0.007 0.969 0.035 28 8.6 
20 0.006 0.975 0.028 35 9.4 
21 0.005 0.980 0.023 44 11 
22 0.004 0.984 0.018 55 12 
23 0.003 0.988 0.014 71 13 
24 0.003 0.991 0.011 91 13 
25 0.002 0.993 0.008 118 15 
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Appendix G: Multinomial Reference Table – 2 RQs with PLE 
 
 

Score pmf cdf cdfContCor odds oddsLL05 
-20 0.003 0.011 0.010 104 11 
-19 0.004 0.015 0.013 76 9.5 
-18 0.005 0.020 0.018 56 8.5 
-17 0.007 0.027 0.023 42 8.1 
-16 0.008 0.035 0.031 31 7.0 
-15 0.010 0.045 0.040 24 6.3 
-14 0.012 0.057 0.051 19 5.6 
-13 0.015 0.072 0.065 14 4.9 
-12 0.018 0.090 0.081 11 4.2 
-11 0.021 0.111 0.100 9.0 3.7 
-10 0.024 0.134 0.123 7.2 3.1 
-9 0.027 0.161 0.148 5.8 2.7 
-8 0.030 0.191 0.176 4.7 2.3 
-7 0.034 0.225 0.208 3.8 1.9 
-6 0.037 0.261 0.243 3.1 1.6 
-5 0.039 0.301 0.281 2.6 1.4 
-4 0.041 0.342 0.321 2.1 1.2 
-3 0.044 0.386 0.364 1.7 1.0 
-2 0.045 0.431 0.408 1.4 0.8 
-1 0.046 0.477 0.454 1.2 0.7 
0 0.046 0.523 0.500 1.0 0.6 
1 0.046 0.569 0.454 1.2 0.7 
2 0.045 0.614 0.408 1.4 0.8 
3 0.044 0.658 0.364 1.7 1.0 
4 0.041 0.699 0.321 2.1 1.2 
5 0.039 0.739 0.281 2.6 1.4 
6 0.037 0.775 0.243 3.1 1.6 
7 0.034 0.809 0.208 3.8 1.9 
8 0.030 0.839 0.176 4.7 2.3 
9 0.027 0.866 0.148 5.8 2.7 
10 0.024 0.889 0.123 7.2 3.1 
11 0.021 0.910 0.100 9.0 3.7 
12 0.018 0.928 0.081 11 4.2 
13 0.015 0.943 0.065 14 4.9 
14 0.012 0.955 0.051 19 5.6 
15 0.010 0.965 0.040 24 6.3 
16 0.008 0.973 0.031 32 7.0 
17 0.007 0.980 0.023 42 8.1 
18 0.005 0.985 0.018 56 8.5 
19 0.004 0.989 0.013 76 9.5 
20 0.003 0.992 0.010 104 11 
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Appendix H: Multinomial Reference Table – Question Subtotals with PLE 
 

Score pmf cdf cdfContCor odds oddsLL05 odds2RQ odds3RQ odds4RQ odds2LL05 odds3LL05 odds4LL05 
-14 0.005 0.012 0.010 101 5.1 10 4.7 3.2 2.7 1.7 1.3 
-13 0.007 0.019 0.015 64 5.3 8.0 4.0 2.8 2.3 1.5 1.1 
-12 0.010 0.028 0.024 42 4.7 6.4 3.5 2.5 2.1 1.3 1.0 
-11 0.013 0.041 0.035 28 4.0 5.3 3.0 2.3 1.8 1.2 1.0 
-10 0.017 0.059 0.050 19 3.6 4.4 2.7 2.1 1.6 1.1 0.9 
-9 0.022 0.081 0.070 13 3.1 3.6 2.4 1.9 1.4 1.0 0.8 
-8 0.028 0.109 0.095 9.5 2.6 3.1 2.1 1.8 1.2 0.9 0.8 
-7 0.034 0.143 0.126 6.9 2.2 2.6 1.9 1.6 1.1 0.8 0.7 
-6 0.041 0.184 0.164 5.1 1.8 2.3 1.7 1.5 0.9 0.7 0.7 
-5 0.047 0.231 0.207 3.8 1.4 2.0 1.6 1.4 0.8 0.7 0.6 
-4 0.053 0.283 0.257 2.9 1.2 1.7 1.4 1.3 0.7 0.6 0.6 
-3 0.058 0.341 0.312 2.2 0.9 1.5 1.3 1.2 0.6 0.6 0.5 
-2 0.062 0.403 0.372 1.7 0.7 1.3 1.2 1.1 0.6 0.5 0.5 
-1 0.064 0.467 0.435 1.3 0.6 1.1 1.1 1.1 0.5 0.5 0.5 
0 0.065 0.533 0.500 1.0 0.4 1.0 1.0 1.0 0.4 0.4 0.4 
1 0.064 0.597 0.435 1.3 0.6 1.7 2.2 2.8 0.7 0.9 1.1 
2 0.062 0.659 0.372 1.7 0.7 2.8 4.8 8.1 1.1 1.7 2.4 
3 0.058 0.717 0.312 2.2 0.9 4.8 11 24 1.7 2.7 4.0 
4 0.053 0.769 0.257 2.9 1.2 8.3 24 70 2.4 4.1 5.4 
5 0.047 0.816 0.207 3.8 1.4 15 55 213 3.3 5.1 5.6 
6 0.041 0.857 0.164 5.1 1.8 26 134 >500 3.9 5.3 6.0 
7 0.034 0.891 0.126 6.9 2.2 48 333 >500 4.9 5.8 6.1 
8 0.028 0.919 0.095 9.5 2.6 91 >500 >500 5.0 6.0 6.2 
9 0.022 0.941 0.070 13 3.1 177 >500 >500 5.5 6.1 6.2 

10 0.017 0.959 0.050 19 3.6 362 >500 >500 5.8 6.2 6.2 
11 0.013 0.972 0.035 28 4.0 >500 >500 >500 6.0 6.2 6.2 
12 0.010 0.981 0.024 42 4.7 >500 >500 >500 6.1 6.2 6.2 
13 0.007 0.988 0.015 64 5.3 >500 >500 >500 6.2 6.2 6.2 
14 0.005 0.992 0.010 101 5.1 >500 >500 >500 6.2 6.2 6.2 
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Appendix I – R Code to Calculate the Seven Position Multinomial

sevenPositionMultinomialFn <- function(nSim=(3*10^6), 
                                       numberSensors=4, 
                                       numberChart=5,
                                       numberRQs=3, 
                                       weighted=TRUE,
                                       multi=FALSE ) {
  # R function to simulate the multinomial distribution of 7 position 
scores
  # under the theory of the polygraph test
  # Jan 11, 2022
  # Raymond Nelson
  ####
  # nSim input is the number of simulations to run
  # numberSensors is 4 with PLE and 3 without PLE
  # numberChart is 5, but can be 3 or 4
  # numberRQs is 3, but can be 2 or 4 or "rand"
  # weighted=TRUE will alter the scales for the sensors
  # pneumo -1, 0 +1
  # cardio -2, -2, 0, +1, +2
  # eda -3, -2, -1, 0, +1, +2, +3
  # vasomotor -1, 0, +1
  # multi=TRUE will calculate the multiplicity corrected odds and lower 
limits
  #
  # output is a data frame
  ####
  
  # nScores <- 80 # 4 sensors * 4 RQs * 5 charts
  # nScores <- 60 # 4 sensors * 3 RQs * 5 charts
  # nScores <- 40 # 4 sensors * 2 RQs * 5 charts
  # nScores <- 20 # 4 sensors * 1 RQ * 5 charts
  # nScores <- 27 # 3 sensors * 3 RQs * 3 charts
  # nScores <- 60 # 3 sensors * 4 RQs * 5 charts
  # nScores <- 45 # 3 sensors * 3 RQs * 5 charts
  # nScores <- 30 # 3 sensors * 2 RQs * 5 charts
  # nScores <- 15 # 3 sensors * 1 RQ * 5 charts
  
  #### initialize a matrix by sampling from the 7 position scale ####
  if(!isTRUE(weighted)) {
    # for unweighted 7 position scores
    simDAT7 <- matrix(sample(seq(-3, 3, by=1), size=nSim*nScores, 
replace=TRUE),
                      ncol=nScores)
    simDAT7 <- data.frame(simDAT7)
    names(simDAT7) <- paste0("x", 1:nScores)
  }
  
  #### weighted 7 position scores ####
  
  if(isTRUE(weighted)) {
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    respirationScale <- c(-1:1)
    EDAScale <- c(-3:3)
    cardioScale <- c(-2:2)
    vmScale <- c(-1:1)
    
    nSensorScores <- numberCharts * numberRQs
    
    # respiration scores
    simDATResp <- matrix(sample(respirationScale, size=nSim*nSensorScores, 
replace=TRUE),
                         ncol=nSensorScores)
    simDATResp <- data.frame(simDATResp)
    names(simDATResp) <- paste0("p", 1:nSensorScores)
    
    # EDA scores
    simDATEda <- matrix(sample(EDAScale, size=nSim*nSensorScores, 
replace=TRUE),
                        ncol=nSensorScores)
    simDATEda <- data.frame(simDATEda)
    names(simDATEda) <- paste0("e", 1:nSensorScores)
    
    # cardio scores
    simDATCardio <- matrix(sample(cardioScale, size=nSim*nSensorScores, 
replace=TRUE),
                           ncol=nSensorScores)
    simDATCardio <- data.frame(simDATCardio)
    names(simDATCardio) <- paste0("c", 1:nSensorScores)
    
    # vasomotor scores
    if(numberSensors == 4) {
      simDATVm <- matrix(sample(vmScale, size=nSim*nSensorScores, 
replace=TRUE),
                         ncol=nSensorScores)
      simDATVm <- data.frame(simDATVm)
      names(simDATVm) <- paste0("v", 1:nSensorScores)
    } else {
      simDATVm <- NA
    }
    
    # combine the sensor scores
    simDAT7 <- cbind.data.frame(simDATResp, simDATEda, simDATCardio)
    if(!is.na("simDATVm")) {
      simDAT7 <- cbind(simDAT7, simDATVm)
    }
    
    # calculate the total score
    simDAT7$permutationScore <- apply(simDAT7[,1:nScores], 1, sum)
    
  }
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  #### count the number of occurrences for the range of scores####
  
  {
    # library("dplyr")
    simDAT7Dist <- count(simDAT7, permutationScore)
    
    # check the max and min values
    maxVal <- max(simDAT7Dist$permutationScore)
    minVal <- min(simDAT7Dist$permutationScore)
    diffVal <- maxVal - abs(minVal)
    
    # set the max and min values as equal
    while(diffVal != 0) {
      thisMax <- which.max(c(maxVal, abs(minVal)))
      for(i in 1:length(diffVal)) {
        if(thisMax == 1) {
          simDAT7Dist <- rbind(c((minVal - 1), 0), simDAT7Dist)
        } else {
          simDAT7Dist <- rbind(simDAT7Dist, c((maxVal + 1), 0))
        }
      }
      maxVal <- max(simDAT7Dist$permutationScore)
      minVal <- min(simDAT7Dist$permutationScore)
      diffVal <- maxVal - abs(minVal)
    }
  }
  
  #### fix any missing rows ####
  
  {
    simDAT7DistX <- simDAT7Dist[1,]
    # simDAT7DistX <- simDAT7DistX[1:102,]
    i=2
    for(i in 2:nrow(simDAT7Dist)) {
      if( simDAT7Dist[i,1] > (simDAT7DistX[nrow(simDAT7DistX),1]+1) ) {
        while( simDAT7DistX[nrow(simDAT7DistX),1] < (simDAT7Dist[i,1]-1) 
) {
          simDAT7DistX <- rbind( simDAT7DistX, 
c(simDAT7DistX[nrow(simDAT7DistX),1]+1, 0) ) 
        }
        simDAT7DistX <- rbind( simDAT7DistX, simDAT7Dist[i,] )
      } else {
        simDAT7DistX <- rbind( simDAT7DistX, simDAT7Dist[i,] )
      }
    }
    simDAT7Dist <- simDAT7DistX
  }
  
  #### initialize an output data frame ####
  
  {
    maxVal <- max(simDAT7Dist$permutationScore)
    simDAT7Dist2 <- data.frame(permutationScore=seq(-maxVal, maxVal, 
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by=1))
    # private function
    findCount <- function(x, y=simDAT7Dist) {
      # a function to get count for each score in the simDAT7Dist2range
      # using the simDAT7Dist data frame
      y$n[y$permutationScore == x]
    }
    # call the function to populate the data frame n (count) for each 
score
    simDAT7Dist2$n <- as.numeric(apply(simDAT7Dist2[1], 1, findCount))
  }
  
  #### calculate the probability mass function ####
  
  {
    simDAT7Dist2$pmf <-
      round( simDAT7Dist2$n / nSim, 9)
    # smooth it
    simDAT7Dist2$pmf <- rowMeans(cbind(simDAT7Dist2$pmf, 
rev(simDAT7Dist2$pmf)))
  }
  
  #### calculate the cumulative distribution function and continuity ####
  
  {
    simDAT7Dist2$cdf <- round( cumsum(simDAT7Dist2$pmf) , 9)
    # calculate the continuity correction
    simDAT7Dist2$cdfContCor <- 0
    for(i in 2:nrow(simDAT7Dist2)) {
      if(simDAT7Dist2$permutationScore[i] <= 0) {
        simDAT7Dist2$cdfContCor[i] <- round(mean(c(simDAT7Dist2$cdf[(i-
1):i])), 9)
      } else {
        # use the lower tail for scores > 0
        simDAT7Dist2$cdfContCor[i] <- 1 - 
round(mean(c(simDAT7Dist2$cdf[(i-1):i])), 9)
      }
    }
  }
  
  #### calculate the odds from the continuity corrected cdf column ####
  
  simDAT7Dist2$odds <- (1-simDAT7Dist2$cdfContCor) / 
simDAT7Dist2$cdfContCor
  
  
  #### calculate the lower limit of the Clopper Pearson CI ####
  
  simDAT7Dist2$oddsLL05 <- 
    apply(simDAT7Dist2['cdfContCor'], 1, clopperPearsonFn, n=nScores, 
a2=.05, odds=TRUE, output="lower")
  
  #### calculate the multiplicity corrected odds and lower limits ####
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  if(isTRUE(multi) && numberRQs==1) {
    # multiplicity for deceptive subtotals of single issue exams
    # 2 RQs
    simDAT7Dist2$odds2RQ <- apply(simDAT7Dist2['odds'], 1, 
mutiplicityOddsFn, n=2, inv=FALSE)
    # 3 RQs
    simDAT7Dist2$odds3RQ <- apply(simDAT7Dist2['odds'], 1, 
mutiplicityOddsFn, n=3, inv=FALSE)
    # 4 RQs
    simDAT7Dist2$odds4RQ <- apply(simDAT7Dist2['odds'], 1, 
mutiplicityOddsFn, n=4, inv=FALSE)
    # multiplicity for truthful subtotals of multiple issue exams
    theseRows <- which(simDAT7Dist2$permutationScore > 0)
    # 2 RQs
    simDAT7Dist2$odds2RQ[theseRows] <- 
      apply(simDAT7Dist2['odds'], 1, mutiplicityOddsFn, n=2, inv=TRUE)
[theseRows]
    # 3 RQs
    simDAT7Dist2$odds3RQ[theseRows] <- 
      apply(simDAT7Dist2['odds'], 1, mutiplicityOddsFn, n=3, inv=TRUE)
[theseRows]
    # 4 RQs
    simDAT7Dist2$odds4RQ[theseRows] <- 
      apply(simDAT7Dist2['odds'], 1, mutiplicityOddsFn, n=4, inv=TRUE)
[theseRows]
    # clopper pearson lower limit
    simDAT7Dist2$p2RQ <- simDAT7Dist2$odds2RQ / (1+simDAT7Dist2$odds2RQ)
    simDAT7Dist2$p3RQ <- simDAT7Dist2$odds3RQ / (1+simDAT7Dist2$odds3RQ)
    simDAT7Dist2$p4RQ <- simDAT7Dist2$odds4RQ / (1+simDAT7Dist2$odds4RQ)
    # 2 RQs
    simDAT7Dist2$odds2LL05 <- 
      apply(simDAT7Dist2['p2RQ'], 1, clopperPearsonFn, n=nScores, a2=.05, 
odds=TRUE, output="lower")
    # 3 RQs
    simDAT7Dist2$odds3LL05 <- 
      apply(simDAT7Dist2['p3RQ'], 1, clopperPearsonFn, n=nScores, a2=.05, 
odds=TRUE, output="lower")
    # 4 RQs
    simDAT7Dist2$odds4LL05 <- 
      apply(simDAT7Dist2['p4RQ'], 1, clopperPearsonFn, n=nScores, a2=.05, 
odds=TRUE, output="lower")
  }
  
  return(simDAT7Dist2)
  
} 

mutiplicityOddsFn <- function(odds=1.38, n=3, inv=FALSE) {
  # R function to calculate a multiplicity correction for an odds ratio
  # Raymond Nelson
  # Jan 11, 2022
  # odds can be a whole number or decimal
  # n is the number of simultaneous odds or decisions
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  # inv will invert the calculation
  ###
  # p <- odds / (1 + odds)
  # mp <- 1- ( 1 + exp( log(p /(1-p)) / n ) )^-1
  if(isTRUE(inv)) n <- 1/n
  mp <- 1 - ( 1 + exp( log(odds) / n ) )^-1
  oddsM <- mp / (1-mp)
  return(oddsM)
}

clopperPearsonFn <- function(p=, 
                             n=, 
                             a2=.05, 
                             odds=FALSE,
                             output="both") {
  # Clopper-Pearson exact binomial confidence interval
  # for posterior odds of seven position scores
  # Jan 11, 2022
  # Raymond Nelson
  ####
  # p input is a decimal probablity value 
  # n input is the sample size (number of scores)
  # a2 is the one-tailed alpha level for the lower limit post odds
  # odds is a boolean value to obtain the output in the form of odds
  # p input should always be in decimal probability form when odds=TRUE
  # output="both" will give lower and upper limits
  # output="lower" will return the lower limit
  # output="upper" will return the upper limit
  # 
  # ouput is a named vector with the lower limit (LL) and upper limit 
(UL)
  # of the Clopper-Pearson interval
  #
  # Clopper-Pearson interval is an exact interval based on the binomial
  # actual coverage always exceeds the nominal level
  ####
  # n = number of scores
  # n = 15 for subtotal scores with PLE sensor
  # n = 20 for subtotal scores without PLE sensor
  # n = 30 for 2 RQs without PLE
  # n = 40 for 2 RQs with PLE
  # n = 45 for 3 RQs without PLE
  # n = 60 for 3 RQs with PLE
  # n = 60 for 4 RQs without PLE
  # n = 80 for 4 RQs with PLE
  ####
    # set p on the upper tail
    if(p < .5) p = 1-p
    # p compliment
    q <- 1 - p
    # degrees of freedom
    v1=trunc(round(2*(n*q+1),0))
    v2=trunc(round(2*n*p,0))
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    v3=trunc(round(2*(n*p+1),0))
    v4=trunc(round(2*n*q,0))
    # truncated degrees of freedom this way
    # give the same result as Excel
    if(v1 == 0) v1 = 1
    if(v2 == 0) v2 = 1
    if(v3 == 0) v3 = 1
    if(v4 == 0) v4 = 1
    # calculate the f statistics for the upper and lower limit
    FLow <- qf((1-a2),v1,v2)
    FUp <- qf(a2,v3,v4)
    # calculate the limits
    LL <- (1+FLow*(q+1/n)/p)^-1
    UL <- (1 + q / (1 / n + p) * FUp)^-1
    # transform the result to odds form
    if(isTRUE(odds)) {
      LL <- LL / (1 - LL)
      UL <- UL / (1 - UL)
    }
    # output either both tails or the lower
    ifelse(output=="both", 
           outVector <- c(lowerLimit=LL, upperLimit=UL),
           ifelse(output=="lower",
                  outVector <- LL,
                  outVector <- UL ) )
    return(outVector)
}




