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Greetings from the Editor’s Desk

As you probably noticed, the name of the APA peer-reviewed journal has been 
changed to Polygraph & Forensic Credibility Assessment: A Journal of Science and 
Field Practice.  

The board unanimously voted this change to reflect the increased scope of the journal.  
Our goal is to seek credibility assessment contributions beyond those related solely 
to polygraph.  As credibility assessment professionals, our goal should be to assist 
end-users and consumers of polygraph in their decision-making processes.  To that 
end, our board felt we should expand the journal content, and I heartily agree.  

We hope you find the expanded scope useful and educational.  As always we are 
humbled by the trust placed in us.  

Sincerely, 

Mark Handler Editor and Nayeli Hernandez Managing Editor.



1Polygraph & Forensic Credibility Assessment , 2017, 46 (1)

A Study of the Bogus Pipeline Effect and Its Implications for Polygraph Testing

A Not So Bogus Pipeline:  A Study of the Bogus Pipeline Effect And Its 

Implications for Polygraph Testing

Elizabeth Elliott, Vincent Egan and Don Grubin

The University of Nottingham

School of Medicine

Division of Psychiatry and Applied Psychology

Nottingham, United Kingdom

Abstract

Purpose
	 The Bogus Pipeline effect refers to a procedure in which individuals are made to believe that 
their responses to questions will be independently verified by an infallible lie detector, resulting in an 
associated reduction in socially desirable responses.  Polygraph testing is known to elicit increased 
disclosure by examinees, which some critics claim is an example of this effect.  We explored whether 
a bogus lie detector said to have just 75% accuracy (a level below that of polygraph testing) would be 
as effective in eliciting disclosures as a 100% accurate lie detector when participants were questioned 
about cheating in a competition.  

Method
Participants took part in tasks as part of a group, with the winning group receiving £500 to 

donate to a charity.  Each group contained a confederate who cheated on one of the tasks.  Partic-
ipant later returned for a debrief, during which they were asked about cheating within the group.  
Each was randomized to one of three conditions: one in which they were questioned with the aid of 
an apparatus they were told was a nearly 100% accurate lie detector, one with a 75% accurate ‘lie 
detector’ was used, and a control condition.

Results 
A significantly larger proportion of participants in both bogus lie detector conditions than in 

the control condition disclosed cheating by a group member, but there was no significant difference 
between the two bogus pipeline groups.  

Conclusion
The bogus pipeline effect may not be bogus after all. 

Keywords:  Bogus pipeline; disclosure; lie detection

Introduction

Proponents of polygraph testing often 
maintain that one of its most beneficial as-
pects of the paradigm is the way in which it 
facilitates the disclosure of large amounts of 
information that would otherwise remain con-
cealed (English et al, 2003; Grubin, 2008).  

In some settings such as pre-employment 
screening and sex offender management, this 
‘utility’ aspect of the procedure is sometimes 
said to be as important as its accuracy.  Crit-
ics, however, argue that the effect may simply 
reflect the examinee’s belief that the polygraph 
‘works’ and would disappear if this view was 
not held (Saxe, 1991; Cross & Saxe, 2001; 
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Rosky, 2013).  This is typically referred to 
as ‘the bogus pipeline’ (BPL) effect.  Though 
the BPL effect has been demonstrated many 
times, neither its strength nor its predictabil-
ity is as strong as often assumed (Roese & 
Jamieson, 1993; Aguinis et al, 1995), and its 
actual relevance to polygraph testing is largely 
unquantified.

The ‘bogus pipeline’ was first described 
and titled by Jones and Sigall (1971), who re-
ferred to it as “a direct pipeline to the soul (or 
some nearby location)”  (pp. 349).  They out-
lined a technique in which subjects were made 
to believe that their responses to questions 
will be independently verified by some form of 
device that was an infallible lie detector, with 
an associated reduction in socially desirable 
responses.  The procedure has been applied to 
a wide range of attitudes and behaviours such 
as racist beliefs (Sigall & Page, 1971), interper-
sonal attraction (Page & Moss, 1975), cheating 
(Fisher & Brunell, 2014) , sexual activity (Al-
exander & Fisher, 2003), and cognitive distor-
tions in sex offenders (Gannon et al., 2007), 
in general producing what is considered to be 
more truthful self-report: a review by Roese & 
Jamieson (1993) found a shift towards more 
‘negative’ self-report under BPL conditions in 
about two thirds of studies, while their associ-
ated meta-analysis reported a moderate effect 
size of d=.41 (confidence interval .33 - .49).  

The actual form the BPL takes varies 
between studies, but in general it is composed 
of three elements.  First, participants are in-
troduced to or told about a device that can 
measure their attitudes or detect lies (the de-
vice, of course, does not measure anything).  
Participants are then either attached to the 
apparatus with a few rigged demonstrations 
taking place to convince them of its accuracy, 
or the procedure by which their responses will 
be checked is explained.  In the final step par-
ticipants are instructed to answer questions 
as honestly as possible either while attached 
to the device or in anticipation of their answers 
being checked by it, although in some studies 
they are instead asked to predict the device’s 
findings.  Clearly, participants need to believe 
what they have been told about the device’s 
lie detection capabilities, but most studies find 
this is usually the case.

The BPL effect appears to depend on 
the beliefs or behaviours in question being 
perceived by the individual as socially unde-
sirable (Roese & Jamieson, 1993; Aguinis et 
al., 1995).  Its mode of action, however, is un-
certain.  It may reflect what has been referred 
to as ‘self-preservation’, that is, avoidance of 
being considered a liar or being out of touch 
with one’s true beliefs, although it has also 
been suggested that it may simply encourage 
people to attend more closely to how they are 
answering questions. 

There is some evidence that gender 
differences in disclosure diminish when par-
ticipants believe their responses are being 
monitored by a lie detector (Fisher & Brunell., 
2014). It is possible that personality moder-
ates the impact of the BPL, however this has 
not been previously researched. 

As indicated above, studies of the BPL 
effect make use of a putative 100% lie detector 
on the assumption that it depends on a par-
ticipant’s belief that the lie detecting machine 
is virtually infallible, with the implication be-
ing that the effect would be lost if this is not 
the case.  In reality, of course, no such device 
exists, which makes actual methods of detect-
ing deception vulnerable if one of their goals is 
to encourage disclosures.  This assumption, 
however, has never been tested.  

If a 100% ‘lie detector’ is not in fact 
necessary for the BPL effect, and enhanced 
disclosure is elicited at levels of perceived ac-
curacy less than this, then claims that proce-
dures such as polygraph testing derive their 
efficacy in eliciting disclosures by making false 
claims about their accuracy lose their force 
(provided, of course, that their accuracy levels 
are greater than that required to elicit the BPL 
effect).  The aim of the current study, there-
fore, is to evaluate the effect on disclosures 
when the ‘pipeline’ is not presented as being 
infallible. The influence of individual differenc-
es in personality and suggestibility upon levels 
of disclosure are also explored.
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 Method

Participants

Participants were undergraduate stu-
dents at an English University who were 
studying a range of disciplines.  They were of-
fered £20 to take part in the study provided 
that they attended each of two sessions.  

The aim was to recruit 155 partici-
pants.  This was determined following a power 
calculation based on an expected effect size of 
d=.41 (Roese & Jamieson, 1993), p < .05, with 
80% power (G*Power: Erdfelder, Faul, & Buch-
ner, 1996).   In the event, 180 participants 
signed up to take part in the study of whom 
145 attended both parts 1 and 2, but data 
was complete for only 141 (84 females and 57 
males).  IQ wasn’t measured, but as all were 
undergraduate students it was assumed they 
were of roughly similar intellectual ability.  

Procedure

Prior to the study, participants were 
briefed in large groups using a standard study 
description.  They were told that they were 
assisting with research exploring how and 
whether group performance impacts on an 
individual’s processing speed on subsequent 
tasks.  Oral consent was obtained, and par-
ticipants were informed that they could with-
draw from the research at any time.  

Participants were allocated into groups 
of 5-10, each of which included a confederate 
who was a fellow university student.  They 
were informed that a £500 donation to the 
charity of their choice would be awarded to 
the group with the highest overall score on the 
tasks they would be completing.

Stage 1

While in their groups, participants 
completed a brief psychometric test battery 
(the components of which are described be-
low).  They were then asked to undertake three 
tasks, two on an individual basis and one as 
a group: 

•	 each participant completed an old 
version of the Wechsler’s (WAIS) 
digit symbol task in 120 seconds;

•	 this was followed by a 5 minute 
group task in the form of a multiple 
choice quiz;

•	 in the final stage participants were 
asked to complete an anagram 
task individually, but while sat in 
their group.  This was the ‘Words 
Task’ (Wiltermuth, 2011), which is 
an objective assessment of cheat-
ing – it must be completed in order, 
but the third anagram is in fact im-
possible to solve, which means that 
no one should be able to proceed 
beyond it. 

At the completion of the tasks the re-
searcher asked one member of the group to 
add up the individual scores to obtain the total 
for the group.  The researcher left the room 
after this instruction, making an excuse for 
doing so.  While the researcher was out of 
the room participants submitted their scores 
to the group member responsible for compil-
ing the overall score.  When it was his (or her) 
turn, the confederate informed the other group 
members that they had cheated by skipping 
number three on the anagram task, thereby 
increasing the group total score and making 
the others aware that one of their colleagues 
had cheated. 

Stage 2

Participants were asked to return for 
the second part of the study approximately 
four weeks later ostensibly to answer a num-
ber of questions about the testing experience.  
The same researcher interviewed all partici-
pants.  

In Stage 2 individuals were randomly 
allocated to one of three conditions using a 
random number generator: one in which they 
were questioned with the assistance of a 100% 
accurate ‘lie detector’, one using a ‘lie detector’ 
that was 75% accurate, and a control condi-
tion in which they were questioned without 
any external apparatus (the former two are re-
ferred to as the BPL groups).  42 participants 
(30%) were allocated to the control condition, 
49 (35%) to the 75% condition, and 50 (36%) 
to the 100% condition. Participants were not 
asked how accurate they believed the ‘lie de-
tector’ to be prior to this, as the study was 
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more focused on testing proof of concept, and 
asking such questions may have primed and 
encouraged them to challenge information giv-
en by the researcher.

Participants were informed that some 
groups reported abnormally high scores sug-
gestive of dishonesty amongst some of those 
taking part.  The researcher explained that it 
was important to determine which group was 
dishonest given the sizeable charity donation 
that was at stake.  Individuals were asked 
whether they or anyone in their group had 
cheated (as a combined single question).  The 
presumption is that individuals would be more 
likely to admit to group cheating if they believe 
the lie detector would otherwise show them to 
be deceptive. This is due to the influence of the 
BPL in circumventing social desirability bias-
es, and encouraging disclosure.

In the two BPL groups the lie detec-
tor was introduced as a means of determin-
ing whether the group result should be dis-
counted.  Participants in these groups were 
informed of the machine’s accuracy in detect-
ing deception by measuring vital signs such 
as heart rate, breathing and galvanic skin re-
sponse; they were told either that it was nearly 
100% accurate, or accurate 75% of the time, 
depending on the group they were in. The as-
sumption of being in the 75% group, is that 
if participants know that the machine is not 
100% effective, they always have to opportu-
nity of appearing to being an exception to the 
phenomena, thus undermining its perceived 
effectiveness. Components from a genuine 
polygraph instrument were attached to par-
ticipants, and to enhance the believability of 
the bogus device they were instructed to reply 
‘yes’ to two questions, one which evoked a lie 
response (‘Is today Saturday?’), and one a true 
response (‘Are we in Durham, United King-
dom?’).   They were then shown a fabricated 
screenshot that purported to differentiate the 
false from the truthful response.

 Participants in all three groups were 
asked the following:

‘Did you yourself or anyone in your 
group attempt to cheat at any point of the ex-
periment?’

Because there was a confederate 
cheating in all conditions, there was an op-
portunity for all participants to be deceptive. 
Participants in the control group were given 
the opportunity to be deceptive in the absence 
of a lie detector machine. For the two experi-
mental conditions, those who did not disclose 
were informed that the lie detecting machine 
had indicated deception.  The question was 
then repeated with the researcher reminding 
the participant to be as truthful as possible, 
‘it is important that you answer as honestly as 
possible,’ this offered another opportunity for 
disclosure. Those who disclosed cheating were 
not asked any further questions. 

At the conclusion of the questioning all 
participants were debriefed and informed of 
the true nature of the study.  They were asked 
not to discuss the manipulation with others 
until the study was completed.

Measures

Personality 

The NEO International Personality 
Item Pool (short version) (IPIP-50; Goldberg, 
1999) is a questionnaire comprised of 50 items 
registering five dimensions: extraversion, 
agreeableness, conscientiousness, emotional 
stability and intellect.   Each domain compris-
es ten statements (scored 1–5).  Average alpha 
values for trait dimensions are approximately 
0.80.  Valid IPIP-50 profiles were obtained for 
141 participants. 

Suggestibility

The Short Suggestibility Scale (SSS) 
from the Multidimensional Iowa Suggestibility 
Scale (MISS; Kotov, Bellman, & Watson, 2007) 
was used.  It consists of 21items each scored 
1-5 based on the extent of agreement with 
each statement (‘not at all’ to ‘a lot’).  Higher 
scores are indicative of increased levels of sug-
gestibility.  This measure was used to explore 
whether individuals with higher levels of sug-
gestibility were more or less likely to disclose 
in any of the three conditions.
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Ethics

Ethical approval was granted by the 
University of Nottingham, Faculty of Medicine 
& Health Sciences Research Ethics Commit-
tee.

Results  

The Bogus Pipeline Effect

Overall, 67% of respondents disclosed 
cheating behaviour (Table I).  In the 75% con-
dition all of the disclosures were made in the 

pre-test stage of the procedure; none of the 12 
who were told the ‘failed’ the test went on to 
disclose.  In the 100% condition, 41 of the 43 
disclosures were in the pre-test stage, while 
just 2 of the 9 individuals who originally de-
nied that cheating took place disclosed after 
being informed they were found to be decep-
tive on the lie detector machine. 

A chi-square test of independence was 
performed to examine the relationship between 
bogus pipeline condition and disclosure.  The 
relationship between these variables was sig-
nificant (x2  = 28.52; p < .0001) with a medium 

A	STUDY	OF	THE	BOGUS	PIPELINE	EFFECT	AND	ITS	IMPLICATIONS	FOR	POLYGRAPH	TESTING										20	

20 
 

Table 1. Number and per percentage in each group who disclosed cheating behaviour 

 No Disclosure Disclosure 

Control 27 (64%) 15 (36%) 

75% lie detector 12 (25%) 37 (76%) 

100% lie detector 7 (14%) 43 (86%) 

Total 46 95 

 

 to large effect size of V= .45 (Cohen, 1988).

Individuals in the 100% condition were 
no more likely to disclose than those in the 
75% condition (x2  = 1.76, p = .18).  However, 
those in the 100% and 75% conditions were 
each significantly more likely to disclose than 
those in the control condition (x2 = 14.63; p = 
.0001; V = 0.40 and x2 = 24.77, p < .0001; V = 
0.52 respectively).

Gender 

No relationship was found between 
gender and disclosure between the three 
groups (x2  = .26, p= .61), or between the two 
experimental groups x2 = .47, p= .49).

Personality 

One hundred thirty six participants 
completed both the IPIP-50 (Goldberg, 1992) 
and both stages of the study.  A one way be-
tween subjects ANOVA found no significant 
relationship between any of the personality 
factors and disclosure (extroversion F(1, 134) 
= .37, p = .54; conscientiousness F (1, 134) = 
.27, p = .60; emotional stability F (1, 134) = 
.87, p = .36; agreeableness F (1, 134) = 1.65, p 
= .60; intellect F (1, 134) = .87, p = .20. 

A series of separate independent two-
way ANOVA’s were conducted to explore the 
impact of personality traits on disclosure be-
tween the two BPL conditions.  Again, no sig-
nificant differences were found: extroversion 
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main effect F(1, 27) = 1.0, p = .44 and interac-
tion between extroversion and disclosure F(1, 
18) = 1.1, p =.41; agreeableness main effect 
F(1, 23) = 1.5,  p = .13 and interaction between 
agreeableness and disclosure F(1, 19) = .60, p 
=.89; conscientiousness main effect F(1, 27) = 
.63, p = .90 and interaction between consci-
entiousness and disclosure F(1, 18) = .83, p 
=.66; emotional stability main effect of F(1, 30) 
= .82, p = .72 and interaction between emo-
tional stability and disclosure F(1, 18) = .84, 
p =.62; intellect main effect F(1, 24) = 2.17, 
p = .26 and interaction between intellect and 
disclosure F(1, 18) = .84, p =.34.

Suggestibility 

One hundred thirty-three participants 
completed the SSS measure of suggestibility.  
An independent-samples t-test was used to 
compare levels of suggestibility between those 
who disclosed and those who did not.  No sig-
nificant difference in the scores was found: 
M= 52.86, SD= 10.03 for those who disclosed, 
M=51.93, SD=9.22 for those who did not dis-
close; t = .52, p = .60.  A separate independent 
t-test comparing suggestibility scores between 
the 75% BPL condition (M=51.44, SD=9.27) 
and the 100% (M=51.06, SD=12.82) BPL con-
dition was also not significant: t = .16, p =.34.

Discussion

Participants in both Bogus Pipeline 
conditions were more likely to disclose cheat-
ing behaviour than those in the control group 
with medium to large effect sizes, but there 
was no difference between the two bogus pipe-
line conditions themselves – whether partic-
ipants were informed that the lie detecting 
machine was 100% accurate or accurate only 
75% of the time did not have a material im-
pact on the proportion of those who disclosed.  
Thus, although it is generally assumed that 
the BPL effect requires a belief that the lie-de-
tecting machine is near infallible, we did not 
find this to be the case.  

Nearly all those who disclosed did so 
during the pre-test stage of the procedure, in 
the knowledge that their answers would be 
checked with a ‘lie detector’. The reason for 

the low number of disclosures in the post-test 

is unclear, but may have to do with the lack of 

pressure put on participants in the post-test 

interview.  

Our finding that the BPL effect is pres-
ent even where there is doubt about the ma-
chine’s abilities to detect lies leaves open the 
question of how and why the BPL effect works.  
Because it appears to be associated only with 
socially undesirable behaviour (Roese & Ja-
mieson, 1993; Aquinis et al, 1995), it has been 
suggested that the procedure brings about a 
motivational shift from self-enhancement or 
positive self-presentation to one of self-protec-
tion, that is, a desire to avoid being seen either 
to be a liar or being ‘out of touch’ with oneself, 
perhaps associated with potential embarrass-
ment, shame, or saving face (Roese & Jamie-
son, 1993).   A 25% error rate, however, would 
seem to give deceptive individuals a good deal 
of ambiguity to exploit.  It may be that rather 
than ‘self-protection’, the presence of the ma-
chine gives the individual an ‘excuse’ to reveal 
information that they may feel under pressure 
to keep hidden otherwise due to the processes 
of self-deception enhancement (von Hipple & 
Trivers, 2011; Otter & Egan, 2007).  Another 
possibility is that the machine is perceived as 
providing evidence against the individual, en-
couraging disclosure in a similar way to con-
fessions in police interview being facilitated by 
the belief that the police already have evidence 
of the individual’s guilt (Gudjonsson, 2003). 
If so, findings from the current study suggest 
that the processes in the bogus pipeline are 
subtler than the gross indicators examined.

The reality is that the aetiology of the 
BPL effect remains to be demonstrated.  The 
lack of a relationship with gender, personali-
ty factors or suggestibility in our study, how-
ever, suggests that whatever mechanisms are 
involved are likely to be more subtle than are 
generally assumed.  This study was not de-
signed to explore the specific mode of action 
of the BPL, which should be usefully be exam-
ined in future research.
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Relevance to Polygraph Testing

 A definitive review carried out by the 
National Research Council (2003) in the Unit-
ed States concluded that the accuracy of poly-
graph testing is likely to be in the region of 80 
– 90%. This is above the 75% accuracy of the 
bogus lie detector used in this study.  Simi-
lar to single issue polygraph testing, the focus 
was on a one important question, which in 
this case all participants had relevant infor-
mation, Thus, even if polygraph testing elicits 
disclosures through the same psychological 
mechanisms that are at work in the BPL effect 
(albeit this has still to be shown), the approach 
does not require psychological manipulation 
to convince examinees that it is more accu-
rate than it in fact is, contrary to the claims of 
some critics (Saxe, 1991; Meijer et al, 2008).  It 
also seems simplistic to dismiss the BPL effect 
as a mere placebo response, as others have 
argued (e.g., Rosky, 2013).  

Limitations 

This study’s participants were univer-
sity students who were not facing the conse-
quences of their disclosures in the same way 
as examinees undergoing polygraphs in crim-
inal justice or employment screening settings.  
Whether a 75% ‘lie detector’ would retain its 
potency in real life testing remains to be de-
termined.

Our power calculation indicated that 
we needed 155 participants to give us 80% to 
detect significant effects.  We were 14 short 
of this.  Given the strength of the effect sizes 
observed, however, we do not believe that this 
shortfall had a meaningful impact.

At the conclusion of the study we did 
not utilise a post-test assessment to check 
the extent to which participants accepted that 
the apparatus was an effective lie detector, or 
whether claims regarding accuracy were be-
lieved.  However, whilst participants weren’t 
explicit questioned about their acceptance of 
what they were told about the lie detection 
capability of the apparatus, the significant in-
crease in the proportion of those disclosing in 

the BPL groups, suggests that they believed 
the apparatus was indeed capable of detect-
ing deception. Future research may be choose 
to explore participants pre-existing beliefs re-
garding the accuracy of lie detector, to exam-
ine the potential influence of such preconcep-
tions upon disclosure in all BPL conditions. 
Another limitation of this study is that there 
was no group that modelled an actually inno-
cent person, that is one that did not witness 
cheating, but was accused of it and asked to 
take a deception detection test.  An addition-
al area for future research may be to explore 
whether the BPL encouraged actually inno-
cent participants or groups of participants to 
provide confabulated statements.  

Conclusion

Given that the BPL effect is seen when 
the lie detecting machine is only 75% accurate, 
a level less than the accuracy of techniques 
such as polygraph testing, it is a misnomer to 
refer to then BPL as ‘bogus’.  The effect may 
depend on a belief that the ‘lie detector’ has at 
least some degree of legitimacy, but this does 
not make it fake – the effect is real and the 
information it elicits important (Grubin, 2010; 
Gannon et al, 2014).  Rather than downplay 
its pedigree, perhaps we should now be ex-
ploring the more psychologically interesting 
questions of how the effect works and how it 
can be enhanced. 
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Over the years, researchers across 
multiple disciplines (e.g., linguistics, commu-
nication research, educational psychology) 
have examined the various effects of asking 
questions on people’s inferences about these 
questions (Dillon, 1982). This review is con-
cerned, more narrowly, with the effect of an 
interviewer’s questions on a suspect during 
an investigative interview. In the interview and 
interrogation literature, there is a substantial 
amount of research on the effect of questions. 
For example, researchers have examined how 
various forms of leading and suggestive ques-
tions affect the reliability of the reports pro-
vided by witnesses and victims (Dodd & Brad-
shaw, 1990; Loftus, 1975; Milne & Bull, 1999). 
Researchers have also studied the effects of ac-
cusatory questions on suspects (Hill, Memon, 
& McGeorge, 2008; King & Snook, 2009; Nar-
chet, Meissner, & Russano, 2011; Vrij, Mann, & 
Fisher, 2006). However, as most past research 
focuses on the construction of the questions 
(i.e., leading, accusatory), the current review 
is focused on neutral, non-accusatory ques-
tions about various aspects of a crime under 
investigation. Specifically, it is concerned with 
how these latter questions affect a suspect’s 
perception about the information held by the 
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interviewer. This is the core concept of this 
review. The first portion of the review argues 
that, in the context of an interview, suspects, 
particularly guilty suspects, actively seek out 
information and, critically, draw inferences 
from the interviewer’s questions to guide their 
counter-interrogation strategies (strategies a 
suspect uses to appear innocent). The second 
part reviews different bodies of literature that 
will help demonstrate how people can draw 
such inferences and what the likely result of 
the inferences might be. 

This review will utilize and add to the 
theoretical framework supporting the Strate-
gic Use of Evidence (SUE) technique (Hartwig, 
Granhag, Strömwall, & Vrij, 2005) because 
this technique’s success hinges on the inter-
viewer’s control of the evidence and the sus-
pect’s perception of said evidence. However, 
the conclusions drawn from this review will 
be applicable to other interviewing techniques 
that seek to understand or manipulate inter-
viewees’ perceptions of evidence. This review 
will supplement the SUE technique’s theoret-
ical framework and help further understand 
how people process the questions they are 
asked during a custodial interview. The SUE 
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technique is a theoretically grounded (Gran-
hag & Hartwig, 2008) and empirically support-
ed (Hartwig, Granhag, & Luke, 2014) interview 
technique that can be used to help interview-
ers elicit cues to deception and truth-telling 
from interviewees (Hartwig, Granhag, Ström-
wall, & Kronkvist, 2006) and can also possi-
bly be used to elicit information from suspects 
(Luke, Dawson, Hartwig, & Granhag, 2014a; 
Luke, Shamash, Hartwig, & Granhag, 2014b). 
To inform the argument that suspects use 
counter-interrogation strategies, we review 
relevant interviewing literature, beginning 
with research on suspects’ counter-inter-
rogation strategies, as it is the basis for the 
theoretical framework for the most relevant 
interviewing techniques. We explain the link 
between suspects’ perception of the evidence 
and the counter-interrogation strategies they 
employ. We then examine how the SUE tech-
nique is related to suspects’ counter-interro-
gation strategies, and how the technique can 
be used to examine how interviewees critically 

evaluate questions to guide their counter-in-
terrogation strategies. 

To develop an adequate framework of 
how people draw inferences from the questions 
that they are asked, we draw from different but 
equally important fields (see Figure 1). From 
a broad view, perspective-taking research is 
relevant, as it explains how people draw in-
ferences about others’ knowledge.  Similarly, 
common ground research tackles the question 
of how people use knowledge that is famil-
iar to both them and their interlocutor when 
communicating. From a narrower perspective, 
psycholinguistic research on how people en-
code and process questions is important as 
well, as it gives us an understanding of what 
information is retrieved from the wording of 
questions before more complex and strategic 
thought processes are involved. The review 
concludes with a summary of the literature, 
the proposed model, and related predictions 
and suggestions for future research.

Figure 1. The framework detailing the relationship between information and processing 
described in this review: As they are asked by the interviewer, questions are processed by the 
suspect. The information from these questions that is encoded can be biased by the suspect’s 
prior knowledge and affected by inferences from the common ground knowledge between 
them and the interviewer. If the suspect attempts to take the interviewer’s perspective, they 
will base their judgment of what information the interviewer has on the encoded information 
from the questions they were asked. Their perspective taking activities can also be affected by 
inferences about common ground knowledge and biased by their own prior knowledge. Finally, 
the suspect perspective taking activities result in their perception of the evidence held by the 
interviewer. 
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 Research on Interviewing

Suspects’ Counter-Interrogation Strategies

Research on suspects’ counter-interro-
gation strategies illustrates that innocent and 
guilty suspects approach an interview in differ-
ent states of mind (Granhag & Hartwig, 2008). 
Typically, innocent suspects report having no 
strategy to convince the interrogator of their 
sincerity. If they do report a strategy, it tends 
to involve verbal forthcomingness. For exam-
ple, in one study, the principal strategy report-
ed by innocent suspects was to simply tell the 
truth as it happened (Strömwall, Hartwig, & 
Granhag, 2006; see also Hartwig, Granhag, 
Strömwall, & Doering, 2010). It seems that in-
nocent people believe that if they simply pro-
vide a full account of what happened, their in-
nocence will be apparent and the interrogator 
will ‘see’ that they are telling the truth. This 
belief in the visibility of innocence is support-
ed by research on the phenomenology of in-
nocence and different factors that have been 
empirically shown to make innocent suspects 
falsely confess to crimes (Kassin, 2005). 

More broadly, people have attributed 
innocents’ tendency to assume they are trans-
parent to their belief in a just world (Lerner, 
1980; Lerner & Simmons, 1966) and the il-
lusion of transparency (Gilovich, Savitsky, & 
Medvec, 1998). Lerner’s phrase ‘belief in a just 
world’ refers to people’s need to believe that 
good things happen to good people and that 
the world is a just place. Although people vary 
individually in the need for this belief, it is 
thought to be a general human tendency (Hafer 
& Bègue, 2005; Lerner & Miller, 1978). Belief 
in a just world could be causing innocent sus-
pects to be overly confident that because they 
are good, innocent people, they will be treated 
well – and be believed. The illusion of trans-
parency is the tendency to believe that our in-
ternal states are more apparent to others than 
they actually are (Gilovich et al., 1998). This 
would lead innocent suspects to believe, per-
haps erroneously, that their innocence will be 
clear to the interviewer. The illusion of trans-
parency extends well beyond the realm of de-
ception (Epley, Keysar, Van Boven, & Gilovich, 
2004; Gilovich, Medvec, & Savitsky, 2000) and 
will be discussed in more depth in the section 
on perspective taking below. 

In contrast, guilty suspects engage in 
complex decision-making processes. In gener-
al, guilty suspects are motivated to conceal the 
truth about their activities to try to convince 
the interviewer that they are innocent. Guilty 
suspects must provide a deceptive statement 
that minimizes the risk of being caught in a 
lie, in case the interviewer has information 
about the crime. For example, a thief being in-
terviewed about a break-in he just committed 
may be asked what he was doing during that 
time. He might answer that he was walking 
around the neighborhood where the break-in 
occurred. This answer is vague in that it omits 
the fact that he was in the building, but does 
not eliminate the option to be forthcoming if 
probed further. Indeed, research shows that 
guilty suspects are mainly concerned with this 
type of information management during in-
terviews (Colwell, Hiscock-Anisman, Memon, 
Woods, & Michlik, 2006; Hines et al., 2010). 

Information Management Theory 
(IMT; McCornack, 1992) suggests four de-
ceptive ways a person can manipulate infor-
mation. People can: falsify information, avoid 
mentioning all information, be ambiguous in 
their statements, and present irrelevant infor-
mation. In interviewing settings, liars report 
using strategies such as keeping their story 
simple (thus withholding details that could 
incriminate them), avoiding or denying in-
criminating details, and using avoidant count-
er-interrogation strategies (Hartwig, Granhag, 
& Strömwall, 2007; Strömwall et al., 2006). 
These results have been supported by survey 
data asking incarcerated criminals what strat-
egies they used when lying (Granhag, Clem-
ens, & Strömwall, 2009). These differences 
(e.g., between guilty and innocent suspects’ 
reasoning, planning and strategies) form the 
theoretical background for the SUE technique 
(Hartwig et al., 2005; 2006).

The Strategic Use of Evidence (SUE) 
Technique 

The SUE technique is an interview 
technique based on instrumental mind read-
ing (Perner & Kuhberger, 2005). That is, inter-
viewers are trained to imagine themselves in 
the suspect’s situation to better predict their 
thought processes (Granhag & Hartwig, 2008; 
see Figure 2). Thus, for example, an inter-
viewer using the SUE technique is concerned 
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with a suspect’s perception of the evidence.  It 
is hypothesized that guilty suspects use the 
amount of information they believe their in-
terviewer has to guide their interview strategy 
should be to minimize the chance of getting 
caught (Granhag & Hartwig, 2015).

The SUE technique consists of several 
phases, two of which are relevant to this re-
view (for an in-depth discussion of the tech-
nique, see Granhag & Hartwig, 2015). The 
interview begins with a series of free recall 
prompts and open-ended questions. These al-

Figure 2. The relation between suspect-related principles and perspective-taking on behalf of 
the interviewer. Reprinted from The Strategic Use of Evidence (SUE) technique: A conceptual 
overview (p. 14), by P. A. Granhag & M. Hartwig, 2015, John Wiley & Sons. Reprinted with 
permission. 
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low suspects to give an account of activities 
within the time frame of the crime they are 
under suspicion of having committed (Phase 
1). This phase should result in omissions from 
guilty suspects (Granhag, Strömwall, Willén, 
& Hartwig, 2013). As stated above, guilty sus-
pects typically chose avoidant counter-inter-
rogation strategies, such as omitting incrim-
inating information, as this is less risky than 
outright contradicting the facts. Innocent 
suspects, on the other hand, should be forth-
coming regardless of the phase of the SUE 
technique. Phase 2 involves the interviewer 
asking questions about specific incriminating 
evidence (without disclosing it). The purpose 
of this phase is to induce a suspect to commit 
to a specific account of their activities (Hartwig 
et al., 2005). For example, if the police have 
video footage of a suspect entering the build-
ing where a break-in occurred, the interviewer 
will use phase 2 to ask the suspect if they have 
ever been in the building in question, or if they 
know anyone who lives in the building, etc. In 
response to these types of questions, guilty 
suspects typically give statements that con-
tradict the evidence (see Hartwig et al., 2014). 
Once a suspect has committed to an account, 
the interviewer presents the suspect with the 
evidence they have, thus moving on to phases 
3 and 4, the disclosure phases1 . According-
ly, the first two phases of the SUE technique 
entail having the interviewer place themselves 
in the shoes of the suspect. Research on this 
technique has suggested that a suspect’s per-
ception of the evidence guides their counter- 
interrogation strategies (Luke et al., 2014a).

The Effect of Suspects’ Perceptions of the 
Evidence 

As explained above, guilty suspects 
typically use avoidant counter-interrogation 
strategies and avoid mentioning incriminat-
ing information (Granhag & Hartwig, 2008). 
Certain circumstances however can prompt 
guilty suspects to be more forthcoming with 
information; thus resembling innocent sus-
pects. Recently, Luke et al. (2014a) hypothe-
sized that guilty suspects’ verbal strategies are 
influenced by their perception of the amount 

of evidence against them (henceforth, percep-
tion of the evidence). The default strategy for 
a guilty suspect seems to rely on avoiding or 
denying incriminating information. However, 
if they anticipate that there might be evidence 
against them, they may switch to a more forth-
coming verbal strategy, to avoid the risk of 
providing a statement that conflicts with the 
facts held by the interviewer. Their prediction 
was supported: Guilty suspects who were not 
told anything about the possible existence of 
evidence against them were prone to withhold 
information. In contrast, guilty suspects who 
were informed of the possibility of evidence 
against them (without being told exactly what 
this evidence was) chose to employ a high-
ly forthcoming strategy, volunteering large 
amounts of information (Luke et al., 2014a). 

Thus, it seems that a guilty suspect’s 
perception of the evidence is an important 
dimension when determining which strategy 
employed during an interview, which in-turn 
affects the amount of information they with-
hold or deny (Granhag & Hartwig, 2015). 

Since the SUE technique exploits a li-
ar’s strategy to withhold or deny incriminat-
ing information, understanding that strategy 
can be of considerable importance (Hartwig 
et al., 2014). By generating implausible or 
incriminating denials, liars’ verbal strategies 
may distinguish them from truth-tellers. Fur-
thermore, interviewers in some settings might 
want a suspect to be forthcoming, regardless 
of guilt. For example, in intelligence gathering 
contexts, a primary challenge is to elicit in-
formation (Evans, Meissner, Brandon, Russa-
no, & Kleinman, 2010). Hence, an interviewer 
who understands a liar’s choice of strategy is 
in a better position to accomplish their goal, 
whether that goal is detection of deception or 
information elicitation (Luke et al., 2014a).

A prerequisite for the SUE technique 
to be employed effectively is that suspects 
are unaware, or at least uncertain, of the ev-
idence collected in an ongoing investigation. 
Uncertainty in interpersonal interaction has 
been shown to motivate people to seek out in-

 1 The disclosure phases are not directly relevant to this review and will not be discussed further.
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formation to resolve it (Afifi & Weiner, 2004; 
Afifi & Weiner, 2006). We hypothesize that the 
questions asked using the SUE technique are 
a main source of potential information acqui-
sition for suspects, due to their ignorance of 
evidence. This is instrumental for the tech-
nique’s success. Thus, suspects should be 
motivated to derive information about what 
the interviewer knows from the questions that 
they are asked. If the questions imply that the 
interviewer holds evidence against a suspect, 
the interviewer might, without realizing it, in-
fluence their counter-interrogation strategies. 
Hence, it is critical to study the mechanisms 
that underlie these information-seeking ac-
tivities. Broadly speaking, suspects might at-
tempt to take the interviewer’s perspective by 
processing the questions and drawing infer-
ences from them to inform their counter-in-
terrogation strategy. For this reason, we now 
examine previous psychological research on 
perspective taking, questions and inferences. 

Previous Work on the Effect of Questions 
on Perception of the Evidence

To investigate the effect of questioning 
about specific themes, Brimbal, Hartwig, and 
Luke (2013) conducted a study in which par-
ticipants were asked to imagine themselves as 
members of a terrorist organization being in-
terviewed by the police. They were randomly 
assigned to read different versions of the inter-
view transcript. It consisted of an open-end-
ed question (asking the suspect to walk them 
through their day) to which the suspect an-
swered that they had been at the train sta-
tion only, the post office only, neither location, 
or both. The interviewer then asked one last 
question probing for more detail about the 
post office, which the suspect did not answer. 
Participants were then asked to report how 
much knowledge they thought the interview-
er had against them (the suspect). The results 
showed that merely asking about a topic im-
plied knowledge about that topic. Participants 
also thought that the interviewer knew less 
about a topic that the suspect had previously 
mentioned compared to a topic that the sus-
pect had not mentioned (Brimbal et al., 2013). 
These findings illustrate that perceptions of 
the interviewer’s knowledge vary dynamically 
with the questions the interviewees are asked.

Research on Perspective Taking 

Perspective taking is the cognitive ca-
pacity to consider the world from other view-
points and ‘allows an individual to anticipate 
the behaviour and reactions of others’ (Davis, 
1983, p. 115). It may help to provide an ex-
planation for how people actively perceive oth-
ers’ thought processes (Epley & Waytz, 2010). 
This can be distinguished from impression 
formation, which deals with the characteris-
tics people ascribe to others based on their 
external features and behaviours (Ambady & 
Rosenthal, 1992; Bierhoff, 1989; DeCoster & 
Claypool, 2004; Fiske & Neuberg, 1990; Fiske 
& Taylor, 2013; Greenwald & Banaji, 1995). 
Perspective taking can also be distinguished 
from inferences about others’ internal states, 
in the context of empathy and prosocial be-
haviour, such as helping (Coke, Batson, & 
McDavis, 1978), which places an emphasis on 
how people view others’ emotions and feelings. 
We are mainly interested in how people draw 
inferences about others’ thoughts and knowl-
edge, as this is most relevant to suspects’ 
counter-interrogation strategies. 

Perspective taking is important for an 
interviewer, as discussed above, particularly 
when using techniques such as the SUE, and 
others not discussed here (e.g., Granhag, Can-
cino Montecinos, & Oleszkiewicz, 2013; May, 
Granhag, & Oleszkiewicz, 2014; Oleszkiewicz, 
Granhag, & Cancino Montecinos, 2014), that 
hinge on anticipating what an interviewee is 
thinking. However, the interviewee’s ability 
and motivation to take the perspective of the 
interviewer during questioning to draw infer-
ences about what they know is also an im-
portant factor in their exchange. With this in 
mind, we discuss the underlying mechanisms 
of perspective taking. We review different the-
ories of how people evaluate others’ knowledge 
and explore how this can be used to explain 
how interviewees infer knowledge from an in-
terviewer’s questions. 

Perspective taking ability develops 
from Theory of Mind (Astington, Harris, & Ol-
son, 1988; Lewis & Mitchell, 1994; Mitchell & 
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Riggs, 2000; Premack & Woodruff, 1978; Well-
man, Cross, & Watson, 2001), which explains 
how a person can know and understand that 
others have beliefs, independent from their 
own (Flavell, 1986; Perner, 1991). Much of 
the research on Theory of Mind concentrates 
on when and how children develop Theory of 
Mind, as it is not a faculty that is innate, but 
one that is developed through socialization 
(Flavell, 2000; Perner, Ruffman, & Leekam, 
1994; Piaget, 1965). Theory of Mind research 
is not limited to children and can be applied to 
adult social cognition as well (Apperly, Sam-
son, & Humphreys, 2009; Keysar, Lin, & Barr, 
2003). For adults, however, beyond Theory of 
Mind, researchers also investigate the likely 
related skill of perspective taking. 

Several theories have been developed 
to explain the mechanisms behind how peo-
ple can predict others’ thoughts. Floyd Allport 
(1924) was the first to formally investigate the 
phenomenon, though he coined it social pro-
jection. He surveyed college students about 
their own cheating behaviour and their beliefs 
about others’ cheating behaviour. He conclud-
ed that others are assumed to be very simi-
lar to ourselves (Katz & Allport, 1931). Since 
that time, general theories about perspective 
taking can be encompassed under two large 
umbrellas: simulation and theory driven. A 
simulation driven approach was initially de-
vised by Abel (1948), who posited that we 
predict what others think by projecting our-
selves into others’ situations and asking our-
selves what we would do or think in their sit-
uation (Maccoby, 1980). In opposition to this 
view, Chandler (1976) suggested that trying 
to figure out what we ourselves would do is 
not actually perspective taking and that real 
perspective taking requires ignoring our own 
point of view. Higgins (1981) bridged the two 
perspectives by differentiating situational and 
individual role taking. Situational role-taking 
is similar to what Abel suggested, while indi-
vidual role taking is closer to Chandler’s con-
ception. This type of simulation is supported 
by research that shows that people generally 
construct estimates of others’ knowledge or 
emotional states by imputing their own knowl-

edge or likely emotions to those others (Abel, 
1948; Epley & Waytz, 2010; Karniol, 1990; 
Keysar, 1994; Nickerson, 1999; Sarbin, 1954; 
Van Boven & Loewenstein, 2003). Though in-
dividual role taking appears to be the ideal for 
perspective taking, it has been hypothesized 
that situational role taking is the best refer-
ence that people have for predicting others’ 
thoughts because the only mind they have ac-
cess to is their own (Wegner, 2005). 

The theory driven perspective ignores 
the role of self-knowledge and posits that indi-
viduals make predictions about others based 
on three types of information: information 
about the situation, general information about 
how people react in similar situations, and 
specific information about the person whose 
thoughts and emotions they are trying to pre-
dict (Gopnik, 1993; Karniol, 2003; Malle, 2005; 
Nisbett & Wilson, 1977; Saxe, 2008). For in-
stance, Karniol (1990) introduced the idea that 
we use transformation rules to make decisions 
about what others are thinking and feeling. In 
her model, Karniol posits that people then use 
the transformative rules to fill in with declar-
ative knowledge (e.g., facts, information, and 
ideas) about such situations (Schank, 1982; 
Schank & Abelson, 1977) and people’s indi-
vidual differences, which often depend on our 
understanding of others’ goals (Foss & Bower, 
1986; Locke, 2000). This illustration of theory 
driven perspective taking implies that we use 
rules and knowledge to systematically evalu-
ate others’ perspectives  (Gopnik & Wellman, 
1992; Karniol 2003). This perspective further 
suggests that we base our inferences on infor-
mation that we gather through our knowledge 
of the world, stereotypes, observations of the 
specific individual’s behaviours, or knowledge 
about someone specific, indirectly acquired 
(Ames, 2004a, 2004b; Gopnik & Wellman, 
1994; Karniol, 1990).  

To resolve the differences between the-
oretical frameworks in the field, Epley and 
Waytz (2010) proposed a dual process model. 
According to this model, when trying to mind 
read, one typically starts off with one’s own 
perception of the world (Dawes & Mulford, 
1996; Krueger & Acevedo, 2005). This is illus-



17

Effect of Questions in Interviews

Polygraph & Forensic Credibility Assessment , 2017, 46 (1)

trated by the fact that our inferences about 
others’ minds (i.e., goals, intentions, attitudes, 
knowledge, etc.) are habitually biased towards 
our own (see Alicke, Dunning, & Krueger, 
2005). After this egocentric simulation, one 
uses theoretical analogies in a controlled man-
ner to correct for these potential biases. 

 Empirical evidence supports this dual 
process in developmental research. Children 
begin their lives without Theory of Mind, and 
consider everything from an egocentric point of 
view. As they grow, they develop more ‘mature’ 
reasoning, stepping outside of the constraints 
of their own biased frames of reference to con-
template things from another’s point of view 
(Moore, 2005). Birch and Bloom (2007) found 
that adults continue to show signs of egocen-
tric anchoring when completing a task that is 
similar, but more sophisticated than that used 
to assess Theory of Mind. Furthermore, neu-
roimaging research showed that, when asked 
to imagine that they were someone else (per-
spective taking), participants blurred the dis-
tinction between the self and another (Ames, 
Jenkins, Banaji, & Mitchell, 2008). Also, re-
search indicates that adults overestimate how 
close others’ attitudes and feelings are to their 
own (Krueger & Clement, 1994; Ross, Greene, 
& House, 1977), and think their internal states 
are visible to others (Gilovich et al., 1998). De-
spite showing egocentric tendencies, however, 
it has been shown that adults are better able 
to control these tendencies than children (Ep-
ley, Morewedge, & Keysar, 2004). 

According to the dual process model, 
egocentric tendencies are automatic, while 
suppressing them is a controlled, effortful 
process, presumably explaining adults’ great-
er facility than children in controlling them. 
Epley and Waytz (2010) propose that a more 
complex form of perspective taking is using 
information about others to adjust our initial 
egocentric interpretations of what they say 
(Epley et al., 2004; Keysar & Barr, 2002). In 
support of this model, Converse, Lin, Keysar, 
and Epley (2008) found that positive mood af-
fected perspective taking ability. This is in line 
with research which suggests that happiness 
lowers people’s ability to use executive control 
functions (Oaksford, Morris, Grainger, & Wil-
liams, 1996; Phillips, Bull, Adams, & Fraser, 
2002) and the tendency to rely on elaborate 

processing of information (e.g., Bless & Igou, 
2005; Forgas, 1995; Isen, 1984). Indeed, mak-
ing people happy made them more likely to 
have egocentric views of what others believed 
instead of using the more cognitively effortful 
strategy of applying their knowledge of others 
to make these judgments. 

Apperly, Riggs, Simpson, Samson, and 
Chiavarino (2006) investigated whether en-
coding other people’s beliefs was automatic in 
two ways. They manipulated whether partic-
ipants were explicitly told to monitor other’s 
beliefs and measured participants’ reaction 
times to probe sentences about said beliefs. To 
do this, participants were shown a video de-
picting two characters, two boxes and an ob-
ject. The object was placed in one of the boxes 
in a room and participants were told to keep 
track of which box it was in. A female charac-
ter looked into the boxes and indicated where 
the object was hidden and then left the room. 
A male character then came in and switched 
which box the object was in, changing reality 
(i.e., where the object actually was) and the 
female character’s belief from true to false 
(her initial belief became false when the object 
was moved). Since the change in the female 
character’s belief was irrelevant to the partici-
pants’ task, the participants should only track 
the female’s belief if they do so automatically. 
Participants were presented with either a real-
ity probe (‘It’s true that it’s in the box on the 
right’) or a belief probe (‘She thinks that it’s 
in the box on the left’; Apperly et al., 2006, 
p. 842) and reaction times for their responses 
(either yes or no –indicating whether the probe 
was true) to these probes were measured. 
Reaction times were used to assess whether 
participants were faster or slower to respond 
to the belief probe, implying respectively that 
they had either already processed the female 
character’s belief or not. The authors found 
that, unless expressly instructed to follow the 
female character’s beliefs, participants re-
sponded more slowly to the belief probes than 
to the reality probes, indicating that they were 
not processing her beliefs automatically. 

Several other studies have provided 
evidence for the automaticity of egocentric 
perspective taking. For example, when people 
are asked to assess others’ intentions, while 
having to conduct a second task (Lin, Keysar, 
& Epley, 2010) or are asked to respond quick-
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ly (Epley et al., 2004), they tend to use their 
knowledge about others less. Furthermore, 
stress has been shown to change the way peo-
ple make predictions about others’ thoughts 
(Karniol, 1990). In the same vein, research on 
negotiations has found that people, even when 
trained in negotiations, do not spontaneous-
ly take others’ perspectives, but may learn to 
do so (Neale & Bazerman, 1983; Thompson & 
Hastie, 1990). Indeed, MBA students learn-
ing how to negotiate were more successful 
when they were told to take the perspective 
of the other negotiator rather than when they 
were given no instruction. The MBA students 
reached more deals with more individuals, had 
more collective gains and used more creative 
solutions when they were given perspective 
taking instructions. Surprisingly, perspective 
taking was a more effective means of negoti-
ation than empathizing with a partner (Galin-
sky, Maddux, Gilin, & White, 2008). 

Epley and Waytz’s dual process mod-
el (2010) is interesting from an applied per-
spective because being interviewed can be a 
cognitively demanding task. It is subsequently 
important to consider factors (here cognitive 
load, stress, mood, etc.) that can affect the 
way suspects take the perspective of the in-
terviewer. This model also illustrates the dif-
ferent conditions that might affect suspects’ 
interpretation of the questions they are asked 
and the different types of biases they might be 
subject to. As discussed above, it can be cogni-
tively demanding and particularly precarious 
to take someone else’s perspective and uncov-
er what information they have, because oth-
ers’ perspectives can sometimes be entangled 
with one’s self-perception. Epley and Caruso 
(2008) reviewed three common reasons why 
people fail to take someone else’s perspective. 
The first is that, because it is hard to move 
away from our own egocentric perspective, 
people often do not even attempt it. Further-
more, one’s initial egocentric perspective can 
bias any future instrumental mind reading, 
resulting in a failure to adjust accurately to 
someone else’s perspective. Finally, it is pos-
sible that even if one manages to detach from 
one’s own egocentric biases, knowledge about 
others is wrong and thus one fails to accurate-
ly adjust to their perspective.  

When we are trying to predict what 
someone else is thinking or feeling, we refer 

to our own schemas of how we would deal 
with the situation that s/he is in (Abel, 1948; 
Karniol, 1990; Sarbin, 1954). This process of 
putting oneself in another’s mind, yet using 
one’s own knowledge to draw inferences about 
the other’s thoughts could lead to confusion 
over where that knowledge came from. These 
issues are more commonly known as source 
monitoring errors, which is the failure to at-
tribute cognitions to their proper source of or-
igin (Johnson, 1988; Johnson, Hashtroudi, & 
Lindsay, 1993; Johnson & Raye, 1981; Mitch-
ell & Johnson, 2000, 2009; Yonelinas, 2002). 
Source monitoring has been a concern for re-
searchers in the past, as it has been shown 
to affect the accuracy of eyewitness reporting 
(Dobson & Markham, 1993), persuasion (Hen-
kel & Coffman, 2004; Underwood & Pezdek, 
1998), aging (Hashtroudi, Johnson, & Chros-
niak, 1989) and amnesia (Mitchell & Johnson, 
2009). When considering failures to take an 
interviewer’s perspective, the content of an in-
terviewee’s answers could be misattributed to 
an interviewer’s questions. This would lead in-
terviewees to use their own responses as a ba-
sis for their inferences about the interviewer’s 
knowledge. For example, if an interviewee is 
asked where they were in a building at a spe-
cific time, they might respond that they were 
in the mailroom. If later questioning involves 
this mailroom and the interviewee does not 
remember that they mentioned the mailroom 
before being questioned about it, they might 
infer that the interviewer has more knowledge 
about their activities then they in fact have. 

Research on Common Ground

Common ground is defined as a type of 
shared information: ‘The common ground be-
tween Ann and Bob, for example, is the sum of 
their mutual knowledge, mutual beliefs, and 
mutual suppositions’ (Clark, 1992, p. 3). The 
common ground is contrasted with the privi-
leged ground (Clark & Carlson, 1981; Clark & 
Marshall, 1981) that refers to what only one 
interlocutor knows. Common ground is an in-
tricate component of language comprehension 
(Clark & Carlson, 1981; Clark & Marshall, 
1981). For example, when a speaker uses a 
term that refers to a very common object such 
as ‘the stop sign’, this could be considered 
ambiguous. Nonetheless, knowing what com-
mon knowledge there is between the speaker 
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and the listener will help the listener resolve 
which stop sign the speaker is referring to. In-
deed, it is difficult for people to communicate 
effectively if their partner is not exposed to the 
same information as they are (Eberhard, Spiv-
ey-Knowlton, Sedivy, & Tanenhaus, 1995).

Research on common ground extends 
perspective taking research, as it reflects 
mutual knowledge that might be shared in 
an interview room. For example, assuming a 
suspect is guilty, an interviewer might believe 
that mutual knowledge exists (e.g., facts of 
the crime), an assumption that is false when 
the person is innocent. Guilty suspects in 
contrast, must determine what the common 
ground is (i.e., what the interviewer knows, 
that they also know because they committed 
the crime). Common ground is especially im-
portant in such a domain because both parties 
might be attempting to conceal information in 
the common ground or strategically placing 
information in the common ground to track 
what information is shared. Research on com-
mon ground does not typically encompass this 
type of strategic communication situation, but 
rather focuses on regular conversations. How-
ever, it is important to understand how we use 
common ground knowledge in normal dis-
course processing to infer how people might 
reason about it in a suspect interview. 

The typical paradigm used to inves-
tigate common ground evolved from a 1966 
study by Krauss and Weinheimer where par-
ticipants were instructed to decide which of six 
cards a confederate had in front of him or her. 
The confederate communicated instructions 
via telephone to restrict the common ground 
knowledge between him/her and the partici-
pants. More recently, researchers used dis-
plays of objects, some of which were visible to 
a confederate and some that were not. Some of 
the hidden objects (those in the participants’ 
privileged ground) had matching descriptions 
(referred to as competitors) with those in the 
common ground (e.g., one golden star is vis-
ible to both participant and confederate and 
one gold star –the competitor- is visible only 
to the participant). The confederate provided 
instructions on how to move the objects that 
were in the common ground. Using eye-track-
ing software, researchers tracked whether 
participants acknowledged the competitor in 
their privileged ground and/or how long it took 

them to discount these objects (Cooper, 1974; 
Keysar, Barr, Balin, & Brauner, 2000; Tanen-
haus, Spivey, Eberhard, & Sedivy, 1995). This 
research shows that people at times use an 
egocentric heuristic; meaning  they disregard 
common ground knowledge and consider only 
their own. Findings also show that since this 
heuristic can lead to errors in interpretation of 
language, people can also discount common 
ground when they are interpreting engaged in 
a dialogue. 

Several theoretical models were de-
veloped to account for when and how people 
use common ground knowledge. Horton and 
Keysar (1996) proposed a Monitoring and Ad-
justment model for language production (see 
also Dell & Brown, 1991) that is similar for 
language comprehension (Keysar, Barr, Balin, 
& Paek, 1998). They hypothesized that peo-
ple only use common ground knowledge if 
they make a mistake following an unrestrict-
ed memory search. This can be compared to 
a restricted search in which common ground 
knowledge restricts the memory structures 
that a person searches when they intend to 
produce an utterance. More specifically, this 
model posits that we first rapidly conduct an 
unrestricted search that has no concern for 
mutual knowledge, but we then complement 
it by a system that monitors and adjusts ac-
cording to what is in the common ground. The 
two processes take place simultaneously (Mc-
Clelland, 1979), but the monitoring does not 
go as fast as the search and thus is sometimes 
unable to stop mistakes from happening (i.e., 
someone says or understands an utterance 
as something that is not within the common 
ground).  

On the other hand, the constraint-based 
model of common ground utilization (Hanna, 
Tanenhaus, & Trueswell, 2003) postulates 
that we do indeed use common knowledge 
initially, which restricts our interpretation 
of information. Hanna et al. found support 
for their model by tracking participants’ eye 
movements while they performed the task de-
scribed above. In one condition, one of the ob-
jects matched the target object but was only 
in the participant’s privileged ground (i.e., 
visible to only the participant). Researchers 
found that very quickly after the description 
of the target object was given, the participants 
discontinued looking at the similar object that 
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was in the privileged ground. These results 
were replicated (Nadig & Sedivy, 2002) in more 
realistic, externally valid environments, such 
as helping a cook locate ingredients (Han-
na & Tanenhaus, 2004). Researchers found 
that common ground did not account for all 
of the processing restriction; however there 
was no evidence to support an initial phase 
of processing that disregarded completely the 
common ground (Keysar et al., 2000). Hanna 
and her colleagues’ constraint based model 
(2003) takes the form of a probabilistic model, 
where different constraints come from differ-
ent sources of information and are weighed 
according to their respective saliences and 
reliability. This means that all possible inter-
pretations of a sentence have the same proba-
bility of being selected as true when encoding 
begins and they are individually discounted 
based on the constraints (Hanna et al., 2003). 
Common ground is one of many factors that 
can affect the discounting of options and in-
terpretation of a sentence. 

Lastly, with his anticipation integra-
tion model, Barr (2008) criticized the research 
described above as flawed because the experi-
mental paradigms used have ambiguities that 
cannot be resolved through linguistic evidence. 
Indeed, in the typical common ground experi-
ment, the instructions are not given in a man-
ner that is comparable to natural dialogue. For 
example, in a regular conversation, a person 
can typically resolve the ambiguity of whether 
the confederate is referring to the gold star in 
the common ground or the competitor. In his 
studies, Barr (2008) attempted to account for 
the possibility that people anticipate that oth-
ers will be referring to things in the common 
ground. He distinguished anticipation without 
integration from anticipation with integration. 
The former was associated with autonomous 
activation as the listener would anticipate the 
common ground, but not utilize it when pro-
cessing discourse. The latter was associated 
with constraint-based models that posit use 
of the information as it is learned to constrain 
their interpretation of language. To test this 
model, Barr (2008) conducted three studies 
that found support for anticipation without in-
tegration, as people were not integrating their 
knowledge of the common ground into their 
responses.

 Overall, the literature suggests that 
people can integrate common ground knowl-
edge into their communication in order to re-
solve ambiguities, but this is cognitively costly 
and entails constant perspective taking (Lin, 
Keysar, & Epley, 2010; Rossnagel, 2000). As 
people are not always motivated or cognitive-
ly able to take another’s perspective and thus 
monitor common ground, they often will rely 
on privileged information when speaking (Barr 
& Keysar, 2006; Brown & Dell, 1987; Ferrei-
ra & Dell, 2000). This means that in a com-
plex interaction such as an interview, where 
common ground is purposefully convoluted, it 
might be especially difficult for a suspect to 
track and utilize common ground when an-
swering the interviewer’s questions. 

Research on Inferences

Pragmatic Inferences 

The effects of asking questions are typ-
ically studied in the context of interpersonal 
interactions that are ruled by Gricean princi-
ples (Grice, 1975). Grice’s four maxims of co-
operative communication are: quantity, qual-
ity, relation, and manner (Grice, 1975). These 
indicate respectively that the speaker should 
speak as much as necessary to be under-
stood (but not more), s/he should be truthful, 
speak about things relevant to the situation 
and finally that the contribution be easy to 
understand. These principles are claimed to 
be necessary to cooperative and efficient con-
versations and guide research in linguistics. 
In interviewing settings, when both interview-
er and interviewee might be purposefully de-
ceptive, these principles do not always apply 
(McCornack, 1992). On the one hand, linguis-
tics research supports the idea that asking 
questions pragmatically implies that one does 
not know its answer (Belnap, 1966; Dillon, 
1982) and the person they are asking does 
and should answer (Goffman, 1974; Schegl-
off & Sacks, 1973). On the other hand, asking 
questions in certain situations (e.g., interro-
gations) can suggest that the questioner could 
have a reason for asking the question (Wegn-
er, Wenzlaff, Kerker, & Beattie, 1981) such as 
having more information than they would like 
to acknowledge.
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Pragmatic inferences are common 
sense inferences that people draw from what 
is said, including questions. Typically, they 
are studied at a structural level where the 
construction or content of a sentence prag-
matically implies a fact. For example, saying 
that person A and person B are friends prag-
matically implies that person A and person B 
know each other. In terms of questions, the 
presupposition is the information that is prag-
matically implied to be true in order for that 
question to be asked (Belnap, 1966). For ex-
ample, if a suspect is asked, ‘why were you 
in the store?’ this pragmatically implies that 
they were indeed in the store. This review is 
primarily concerned with the pragmatic im-
plications questions asked and not the con-
struction of the questions (unlike the research 
on leading questions). Yet it is important to 
consider the presuppositions of questions as 
they likely guide suspects about the ‘theme’ of 
questioning. The presuppositions can inform 
a suspect about what, specifically, the inter-
viewer is asking about and thus what informa-
tion they may or may not know. Furthermore, 
research shows that ambiguous questions can 
lead a questioned person to rely on external 
factors to understand them (Strack, Schwarz, 
& Wänke, 1991). This will force the individu-
al to evaluate contextual cues to explain why 
they are being asked the question. In these 
ways, pragmatic inferences are an important 
component of the dynamics in an interroga-
tion situation.

Elaborative Inferences 

Elaborative inferences are inferences 
drawn about the macrostructure of a dis-
course (Singer, 1994). The macrostructure of a 
discourse regards its main idea or the overar-
ching theme that a speaker is addressing and 
can be conceptualized as the top of a hierar-
chical network of micropropositions (Kintsch 
& van Dijk, 1978). Micropropositions are the 
simplest propositions that inferences (such as 
pragmatic inferences) can be drawn from. This 
is relevant to the current review as each ques-
tion an interviewer asks can be considered a 
microproposition, while each theme of ques-
tioning (i.e., each piece of evidence that the in-
terviewer is interested in and develops a line of 
questioning about) can be conceptualized as a 
macrostructure. The inference theme hypoth-
esis (Singer, 1994) posits that people priori-

tize drawing inferences about thematic ideas 
rather than ideas that are peripheral (Cirilo, 
1981; Walker & Meyer, 1980). This means that 
people will pay more attention to consistent 
themes of questioning and not elements that 
seem less central to the questioning. 

Inferences also play a role in the con-
cept of common ground (Eysenck & Keane, 
2010; Stalnaker, 1978, 2002; Clark & Mar-
shall, 1981; Clark & Schaeffer, 1989; Kass & 
Finin, 1988). Speakers typically incorporate 
their beliefs about other’s knowledge into their 
language production processes and thus often 
use the common ground to make pragmatic 
inferences (Horton & Gerrig, 2005). For ex-
ample, if an interviewer says that they will be 
asking questions about a crime committed in 
the interviewee’s apartment building, the fact 
that a crime was committed becomes com-
mon ground and when the interviewer refers 
to the ‘crime’, the interviewee can pragmati-
cally infer that the interviewer is referring to 
the neighbour’s murder. This is important be-
cause the pragmatic inference that a suspect 
makes about questions the interviewer asks 
could be about information that is (e.g., the 
reason that the suspect is being interviewed) 
or is not common ground (e.g., evidence that 
the interviewer has against the suspect but 
has not disclosed yet). When the interviewer 
specifically presents information or evidence 
to the interviewee, there should be less ambi-
guity about what the interviewer knows. Thus 
we predict, generally, that when information 
is in the common ground (that is, when both 
suspect and interviewer have discussed it pre-
viously), then guilty suspects will expect Gri-
cean principles to apply. They will expect that 
the interviewer is asking questions because 
they have less evidence and need the guilty 
suspect’s statement to build a case against 
him. However, when information is not in the 
common ground, then guilty suspects should 
infer more knowledge on the part of the inter-
viewer.  

Research on elaborative inferences 
considers both factors that affect how peo-
ple draw inferences and what inferences are 
primarily drawn about. Long, Golding, and 
Graesser (1992) found that people drew elabo-
rative inferences to determine people’s super-
ordinate goals (i.e., the motivation and goal 
behind someone’s actions). Translated into in-
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terviewing settings, this means that suspects 
might draw inferences about the interviewer’s 
goals, regardless of guilt. On the other hand, 
people appraise the implications of events that 
have serious consequences (e.g., dying in a 
plane crash) more accurately than those with 
trivial consequences (Goetz, 1979). Thus, con-
sequences of the interview should impact the 
inferences suspects draw: If the interviewee 
thinks that the ramifications of the outcome 
of the interview could be important, they will 
be motivated to be accurate with their infer-
ences. In addition, processing capacity seems 
to be related to the manner and accuracy with 
which people draw inferences. Verbal working 
memory capacity is related to how accurate 
people are when drawing elaborative infer-
ences (Dixon, Lefevre, & Twilley, 1988; Mas-
son & Miller, 1983). Whitney, Ritchie, and 
Clark (1991) found that verbal working mem-
ory capacity was a factor in how people made 
inferences and Calvo (2005) found that verbal 
working memory capacity helped participants 
integrate meaning from inferences. Thus, as 
with perspective taking, it seems that cogni-
tive capacity plays a part in the interpretation 
of the subtleties of language and is likely rel-
evant to an interviewee’s ability to infer infor-
mation from the questions of an interviewer.

Research on Questions

How are Questions Processed and Encoded?

Research on common ground and psy-
cholinguistics rarely accounts for the cognitive 
processes of language production and com-
prehension (Pickering & Garrod, 2004). As the 
current review is concerned with a very specif-
ic type of dialogue (i.e., an interview composed 
almost entirely of questions and their ensuing 
answers), literature on question processing is 
reviewed to provide a clear model of informa-
tion processing. In particular, the literature on 
questions is reviewed, as these are the source 
of information of interest for suspects. The fo-
cus is on how people cognitively process ques-
tions and how information is typically encoded 
when being asked questions in an attempt to 
understand what people are likely to be focus-
ing their attention on and what information 
they are obtaining from questions.

 Questions can be viewed as composed 
of two components: the presupposed informa-
tion and the focal information (Graesser, Mc-
Mahen, & Johnson, 1994). The presupposi-
tion is defined as the relationship between two 
clauses (e.g., A and B) where clause A needs 
to be true for clause B to be considered either 
true or false (Strawson, 1952). By analogy, the 
presupposition of a question is the information 
in this question that is considered given and is 
considered common ground (Stalnaker, 2002) 
or the knowledge that is shared by both par-
ties (i.e., the questioner and the questioned) 
during a dialogue. A simple example of this 
is if an interviewer asks: ‘Where did you go 
when you were in the building?’ The presup-
position of this question is that the suspect 
was in a building that both the suspect and 
the interviewer know of. On the other hand, 
the focal point of a question is the part of the 
question that requests information. Research 
on flaws in sentence comprehension shows 
that people do not typically analyze the infor-
mation from presuppositions critically. People 
do however, evaluate carefully the informa-
tion that is the focus of the question (Reder & 
Cleeremans, 1990) and most attention is paid 
to the information that the questioner wants 
to know (Erickson & Mattson, 1981). In the 
same question as above (i.e., ‘Where did you 
go when you were in the building?’), the fo-
cus of the question is the portion asking where 
the interviewee went and less attention should 
be spent on the specification of the location 
asked about.  Expectation about what is going 
to be asked about is used as a source to in-
form the interpretation of the information not 
in the question’s focus (Park & Reder, 2004). 
As our cognitive capacity limits our linguistic 
processing capabilities to being less than per-
fect, we might not retain a single trace of infor-
mation that is not considered necessary to the 
purpose of the communication. 

The Moses illusion is the name for a 
common mistake that people make when 
asked a question such as, ‘How many animals 
of each kind did Moses take on the ark?’ (Er-
ickson & Mattson, 1981, p. 542). The Moses 
illusion posits that when confronted with this 
question, they will answer ‘two’, failing to ac-
count for the fact that it was Noah who em-
barked with the animals on his ark and not 
Moses. This error shows that, though people 
know the facts (e.g., researchers verified that 
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participants knew that Noah went on the arc 
and not Moses), they do not scrutinize sen-
tences to a degree where they detect that the 
information is inaccurate. When subjects are 
misdirected to pay attention to information 
that is incorrect, they are less likely to make 
the mistake than when it is the focal point of 
the sentence (Bredart & Modolo, 1988). This 
misparse is hypothesized to be caused by peo-
ple only needing a partial match of a sentence 
in order to process it. It is both more cogni-
tively efficient and useful in the real world to 
match imperfect but similar concepts in order 
to comprehend language. Indeed, research on 
the Moses illusion shows that the misinfor-
mation needs to be semantically related to the 
actual target in order for the error to be made 
(i.e., Moses has many broad features that are 
similar to Noah, such as they are both charac-
ters from the Bible; Park & Reder, 2004). 

Importantly, this indicates that when 
taking part in a conversation and process-
ing others’ utterances, we might be inferring 
much more information than we are aware 
of. In an attempt to expend as little effort as 
possible, we base our listening on our expec-
tations (Reder & Cleeremans, 1990). This is 
in accord with psycholinguistics research on 
sentence processing that shows that we typ-
ically only encode gist meaning. Indeed, we 
usually do not remember questions or state-
ments word for word, but only the gist of what 
is being said (Sachs, 1967). Once a sentence is 
parsed and understood, we discard the exact 
phrasing (Bransford & Franks, 1971; Jarvel-
la, 1971). Some research has shown evidence 
of encoding of surface form (Hornby, 1974), 
though it is typically thought to be remem-
bered only for sentences that are distinctive 
(Kintsch & Bates, 1977), interactive (Keenan, 
MacWhinney, & Mayhew, 1977) and where the 
referent (i.e., what the speaker is referring to) 
is difficult to identify (Fletcher, 1984; Givón, 
1983). 

Baker and Wagner (1987) also exam-
ined the effect of false information by investi-
gating where individuals focus in processing 
sentences. The researchers had participants 
evaluate the truthfulness of statements of 
facts that were assessed as common knowl-
edge about science, history, famous people 
and places. False information was provided 
in either a subordinate clause (e.g., ‘The liver, 

which is an organ found only in humans, is 
often damaged by heavy drinking’) or the main 
clause of the sentences (e.g., ‘The liver, which 
is often damaged by heavy drinking, is an or-
gan found only in humans’; p. 249). Partici-
pants were less accurate in their assessment 
of what was true and false when false infor-
mation was in the subordinate clause. This 
indicates that people (e.g., interviewees being 
questioned) will likely do a less than perfect 
job at evaluating subordinate clauses of ques-
tions or information that they do not consider 
key to persuading the interviewer of their in-
nocence. 

Additionally, processing questions is 
cognitively effortful as it places demands on 
working memory (Buttner, 2007; Graesser et 
al., 1994). Questions contain unintegrated 
syntactic information called fillers, such as 
‘who’ or ‘why’ that indicate that a sentence 
is a question and that hold the place of what 
the answer should be. When processing a 
question, one needs to hold this uncertain 
feature in mind while processing the rest of 
the sentence (Fanselow, Kliegl, & Schlesews-
ky, 1999; Fiebach, Schlesewsky, & Friederici, 
2001). When interpreting any clause, people 
typically use the ‘given-new strategy’ (Clark & 
Haviland, 1974; 1977), where the presupposi-
tion would typically be the ‘given’ and the fo-
cal point would be the ‘new’ (Chomsky, 1971). 
The listener distinguishes new and given in-
formation (Chafe, 1970), identifies what in-
formation is known by conducting a memory 
search to identify such information and then 
integrates the new information at the place in-
dicated by the memory search. This might be 
why presuppositions are given less attention, 
as their purpose is only to locate where to in-
tegrate the new information into the memory 
structure. The given-new strategy only func-
tions efficiently if the listener is able to iden-
tify the information in his or her memory. If 
not, they must create a new memory struc-
ture to accommodate the new information and 
the sentence takes longer to interpret (Clark & 
Haviland, 1974). This is relevant in interview 
settings as the interviewee might not always 
be aware of the information referred to in the 
questions that they are asked. If this is the 
case, it would be harder for them to process 
the questions they are being asked.
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Understanding how questions are en-
coded, processed, and stored in memory can 
be useful for interviewing research as it shows 
what information people will regard and criti-
cally evaluate and what will be encoded loose-
ly and potentially more subject to biases and 
personal interpretation. Furthermore, it also 
provides an explanation of how information 
is integrated with knowledge that is already 
known, such as common ground or, in the 
case of a suspect interview, facts about past 
activities that may be related to the crime that 
the interview concerns.

Questions in Interview Settings

Research on questions in interview 
settings has focused mainly on the manner of 
asking questions and their content, with par-
ticular concern for suggestive questions. As 
will be discussed below, however, there is no 
exact definition of a suggestive question. Even 
apparently negligible elements of questions 
can imply facts, both true and untrue. Thus, 
although research has shown that suggestive 
questions can influence people’s knowledge, 
this review addresses questions in general. The 
research discussed below is specific to leading 
questions, but provides support for the im-
portance of question processing and hints at 
where people retrieve information from when 
processing questions in general. 

With their exploration of suggestive 
questions, researchers have shown that the 
presupposition of a question can affect peo-
ple’s memory (Hornby, 1972; Loftus, 1975; 
Loftus, Miller, & Burns, 1978). For example, 
Harris (1973) found that framing or wording 
questions in different ways changed people’s 
answers to them. For instance, asking subjects 
how tall or how short a basketball player was 
changed how participants responded. When 
asked, ‘how short is the basketball player?’ the 
average response was significantly lower than 
when asked to assess how tall he was (Harris, 
1973). Even subtle changes in language can 
lead to different inferences (Bolinger, 1974). 
More specifically for conversational impli-
catures, Loftus and Zanni (1975) found that 
changing the article in a question from ‘the’ to 
‘a’ increased participants’ responses that they 
did not know whether they had seen some-
thing in a video. Indeed, using ‘the’ implies 
that the interlocutor knows of the existence 

of the topic asked about (Anderson & Bower, 
1973). Thus even such a small change in the 
phrasing of a question can have an effect on 
people’s interpretation of it.

Memory researchers have also found 
evidence for a so-called misinformation effect 
(Loftus, 1975). In a first investigation of this 
effect, Loftus (1975) found that if a listener 
was unsure about the veracity of the presup-
position of a question, they typically integrat-
ed it as true into their memory. Indeed, in 
five studies, Loftus demonstrated the effect of 
questions’ presuppositions on subjects’ mem-
ories of events. She found that asking partic-
ipants to respond to questions about videos 
they had viewed could influence their later re-
call of those videos. For example, participants 
viewed a video of a car accident and were then 
asked a question about the speed of the car in 
the video. In one condition, the question in-
cluded an allusion to a barn (i.e., ‘How fast 
was the white sports car going when it passed 
the barn while traveling along the country 
road?’ Loftus, 1975, p. 566). In the other con-
dition there was no mention of the barn. In 
fact, there was no barn in the video and that 
presupposition of the question was false. Yet 
this falsified presupposition still influenced 
people’s memory, making them think they saw 
a barn in the video. These studies supported 
the ‘construction theory’ of memory (Loftus, 
1975, p. 564) that explains that when we re-
member an event, we reconstruct the event 
in our mind (see also, Bransford, Barclay, & 
Franks, 1972; Bransford & Johnson, 1973). 
Thus when we are asked a question about said 
event, the presupposed information, distorted 
or not, is incorporated into the memory rep-
resentation and is then assimilated as such 
(Loftus et al., 1978). 

Similarly, Dodd and Bradshaw (1980) 
found that the source of the questions (the 
person asking the questions) could attenuate 
the effects of false presuppositions on sub-
jects’ memories for events. In one study, using 
a similar paradigm as Loftus (1975) partici-
pants were either told that the questions were 
asked by the lawyer representing the person 
causing the car accident depicted in the video 
they watched (which would give them a reason 
to deceive) –or they received no such informa-
tion. In a second study, the questions were at-
tributed to either an innocent bystander (no 
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reason to deceive) or the driver of a car (reason 
to deceive). Participants who were told about 
the source of the questions were significant-
ly less affected by the suggestive questions 
than those that were not or those who were 
told the source was someone they could trust 
(Dodd & Bradshaw, 1980). This is especially 
relevant here because interviewees might not 
trust their interviewer based on previous ex-
perience or general knowledge about the agen-
cy the interviewer represents. For example, 
a suspect might not trust a law enforcement 
officer or a foreign informant might not trust 
an intelligence officer representing a country 
other than their own. This means that peo-
ple might naturally process their interviewer’s 
statements with more scrutiny. Thus suspects 
might not be as likely to take the interviewer’s 
questions at face value and might encode the 
information more critically according to their 
own beliefs. 

Although the misinformation effect 
pertains to how people can unknowingly be 
affected by untrue information that can be 
included in questions, this review is more 
concerned with the information that is con-
tained in the questions’ presupposition and 
how people assimilate it into their memories, 
both purposefully and on an unconscious lev-
el. Indeed, the information that is asked about 
might not be untrue, but it could be unknown 
to the person being questioned, if they are 
innocent, for example. Regardless of guilt or 
innocence, a suspect may assimilate informa-
tion from questions into their memory, which 
could affect their future responses. Given the 
level of imperfection with which people pro-
cess language, it seems that question process-
ing should be considered as an important fac-
tor in the research on the effects of questions 
during an interview. 

Conclusions

This review summarized the litera-
ture on suspect strategies and an empirically 
supported interviewing strategy (i.e., the SUE 
technique); the theory of which we sought to 
build upon. Furthermore, this document sur-
veyed several general psychological topics that 

could be applied to strengthen both the utility 
and theoretical backbone of interviewing. As 
evidenced by the review, there is little overlap 
between basic and applied research on the ef-
fects of questions on suspects’ perceptions of 
the evidence.  However, because of their situa-
tion (i.e., being in a custodial interview, or even 
being suspicious of their interviewer) a sus-
pect should be motivated  to evaluate the in-
terviewer’s point of view and strategically draw 
inferences from their questions. Research on 
interviewing techniques and suspect thought 
processes could benefit from incorporating 
findings from basic psycholinguistic and per-
spective taking research. From the literature 
reviewed, we can draw several conclusions 
about how to study the inferences that sus-
pects draw from the questions they are asked 
during an interview. 

The perspective taking research in-
forms us as to what suspects’ thought pro-
cesses would resemble when attempting to 
read the interviewer’s mind: From the results 
presented we see that it might be quite hard 
for a suspect to discount their own perspec-
tive when inferring what the information the 
interviewer holds against them. This means 
that in a SUE type interview, when asked 
about specific pieces of information, the sus-
pect’s own knowledge might cloud his or her 
judgment about what information the inter-
viewer has. Further, this egocentric bias might 
be enhanced or reduced under certain cir-
cumstances (e.g., different levels of cognitive 
load, deceptiveness, etc.) when suspects are 
better able to take the interviewer’s perspec-
tive. Indeed, findings from research on per-
spective taking and common ground suggest 
that suspects under cognitive load, or those 
not motivated to take the perspective of the 
interviewer might perform more egocentrical-
ly and make assessments of the interviewer’s 
knowledge disproportionately based on their 
own knowledge. This is strengthened by the 
linguistic research supporting the idea that 
we only encode gist information. If we only re-
member the gist of what someone asked and 
we know information that is similar to what 
the interviewer is asking about, source mon-
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itoring errors could happen and the suspect 
could think that the interviewer knows infor-
mation because the suspect knows it them-
selves. Thus future research should specifi-
cally focus on investigating the source of the 
information suspects are using as a result of 
their attempted perspective taking. Addition-
ally, based on the psycholinguistics research 
overviewed, one could hypothesize that sus-
pects will be more likely to remember infor-
mation from the focus of the questions and 
that their inferences about information con-
tained in the presuppositions and subordinate 
clauses will be less accurate than those based 
on the focus. Future research could examine 
the role of question complexity on inferences 
that suspects draw from the questions. Bridg-
ing the three general topics discussed, we hy-
pothesize that the more complex the question, 
the more egocentric the suspect’s perspective 
taking efforts would be. Hence future research 
should explore the compounded effect of dif-
ferent types of questions (e.g., with or without 
subordinate clauses) and perspective taking 
on suspect’s inferences about interviewers’ 
knowledge of evidence. 

In conclusion, we suggest that to in-
crease the theoretical soundness of inter-
viewing techniques, future research should 
concentrate on inserting the basic principles 
outlined in this review into interviewing re-
search. To do this, we propose a model of fac-
tors that can influence the suspect’s decision 
making process (see Figure 1): When asked a 
question, a suspect processes it through the 
lens of his or her prior knowledge and encodes 
the information through inferences based on 
common ground knowledge shared by them 
and the interviewer. When attempting to take 
the interviewer’s perspective, the suspect will 
base their judgment of what evidence they 
think the interviewer has on what information 
they encoded. Perspective taking activities will 
also be affected by inferences about common 
ground knowledge and biased by their own 
prior knowledge. The process is cyclical, where 
previous questions, inferences about these 
questions, and previous perspective taking will 
influence suspects’ interpretation of questions 

going forward during an interview. Examining 
the specific effect of these influential factors 
on suspects’ perceptions of evidence held of 
an interviewer may deepen the understanding 
of the complexities of suspects thought pro-
cesses during an interview. Using the infor-
mation processing model described above in 
the context of interviews might help provide 
more clues to distinguish between guilty and 
innocent suspects and help understand what 
effects the questions an interviewer asks can 
have on a suspect’s perception of the evidence, 
but also how these effects can be used to craft 
more effective interview techniques, based on 
psychological theory.

This review of the literature takes a 
cognitive approach to the interview process 
whereby the concern is applying psychological 
theory to assess suspects’ cognitive ability to 
perceive (accurately) the evidence that an in-
terviewer has against them. The interviewing 
research on differences between innocent and 
guilty suspects suggests that guilt should be a 
motivating factor in increasing the likelihood 
that a suspect would be motivated to draw 
inferences from the questions an interviewer 
asks. We thus assumed that guilty suspects 
would have more motivation to engage in in-
strumental mind reading. However, the power 
of a situation should not be ignored, as other 
situational variables beyond guilt (e.g., sus-
picion on the part of the suspect, accusation 
from the interviewer) could create the motiva-
tion for any interviewee to engage, or at least 
attempt to engage in the activities described in 
this review. 
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Sterzer and Elaad in their study on 
Comparison Question Test (IDENTA, 1985) 
found that with numerical scoring technique, 
using a zero cutoff point with no inconclu-
sive zone, results in false positive (FP) error 
rate of 23.33% for a minor crime sample (MC) 
and 43.14% for a severe crime sample (SC). 
The difference between these two error rates, 
which was found to be statistically significant, 
was attributed to the difference in the degree 
of threats posed by the perceived consequenc-
es of the relevant questions in the two levels of 
crime severity. Another factor, however, might 
have contributed to the difference in FP error 
rates. 

During the year 1979, the Israel Na-
tional Police Polygraph Laboratory went 
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Sterzer and Elaad in their Israel National Police polygraph field study on Comparison Question Test 
(Sterzer & Elaad, 1985), found that the false positive (FP) error rate in severe crimes was almost 
double compared to minor crimes. This was attributed to the difference in the degree of threat and 
the perceived consequences in the two levels of crime severity. Another factor, however, might have 
contributed to the difference in FP error rates found in that study. During the year 1979, the Israel 
National Police Polygraph Laboratory went through a substantial change in the way the polygraph 
examinations were conducted and evaluated. Unfortunately, this was ignored in the study, and the 
current analysis indicates that a great portion the crime severity effect might be an artifact of this 
change. On a more general level that goes beyond that study, this case demonstrates the importance 
of choosing an evaluation technique which is compatible with the way the examinations were con-
ducted. 

through a substantial change about the way 
the polygraph examinations were conducted 
and evaluated. The basic change was moving 
from a considerable reliance on the behavioral 
symptoms of the examinee and global evalua-
tion of the polygraph records (as recommend-
ed by certain schools of thought), towards a 
major reliance on the semi-objective numeri-
cal scoring technique, which had by then be-
come widespread. It was soon found that the 
change in the way information from the poly-
graph examinations is considered and evalu-
ated, brought about a change in the manner 
by which the examinations were conducted, 
including a tendency to stress, during the pre-
test interview and between charts, the com-
parison (control) questions more than had 
been done previously. This tendency resulted 

1 This short article is an elaboration of a comment made on a study presented in IDENTA 85 by Sterzer & Elaad: Validity 
of the control question test in two levels of the severity of crimes. The original study and the comment were published in 
Anti-Terrorism; Forensic Science; Psychology in Police Investigations. Proceeding of IDENTA 85; the international congress 
on techniques for criminal identification & counter terrorism. Jerusalem, Israel Boulder, Colo.:Westview  Press; Jerusalem: 
Heiliger and Co.,1986. 

2  At the time the original comment was made, Dr. Ginton was heading the Behavior Section in the Criminal Identification 
and Forensic Sciences Division of Israel National Police & a Faculty member in the Criminology Department, Bar-Ilan 
University, Ramat-Gan, Israel.
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in considerable increased physiological reac-
tions to those questions.

That was evident in the records of 
the innocent examinees from the SC sample. 
Eighteen examinations were conducted during 
1977-8, before the change took place, and 
twenty-two after it, during 1980-843. It was 
found that in the earlier group, 55.6% of the 
records received negative numerical scores, 
(i.e., the reactions to the relevant questions 
in those records were stronger than to the 
control ones) compared to only 31.8% in the 
later one. Using the normal approximation to 
the binomial distribution, it was found that 
the probability associated with this difference 
is equal to or less than 0.065, (Z=1.487, one 
tailed) which is very close to an acceptable lev-
el of statistical significance.

In contrast, the MC sample was taken 
mostly (27 of 30 records) from examinations 
conducted in the 1980s (1980-4), and the per-
centage of negative scores for these 27 records 
was 18.5%.

It seems that in order to obtain an es-
timate for the effect of crime severity on FP 
error rates in this study, only examinations 
conducted in the 1980s should be considered.  
When this is done it was found that the dif-
ference between the MC and SC samples re-
garding the FP error rates – 18.5% and 31.8% 
respectively (with no inconclusive zone), is 
associated with the probability of equal to or 
less than 0.142 (Z=1.07, one tailed), which is 
far from any acceptable level of significance. 
It means that, although a tendency towards 
the predicted direction of difference in FP error 
rates was observed, there is still a chance of 
14% that the observed effect is due to sample 
error or chance fluctuation. 

Furthermore, as correctly mentioned 
by Sterzer and Elaad, in actuality, a safeguard 
against FP (as well as FN) is taking place by 
using an inconclusive zone for low score out-
comes. For instance, UTAH approach recom-
mended using  cut scores of +/- 6 to make a 

call, and records that receive scores between 
plus 5 and minus 5 are deemed inconclu-
sive (Barland and Raskin, 1975; Raskin and 
Honts, 2002). 

Applying this rule to the 1980s 
sub-samples of innocent examinees yields FP 
error rates of only 11.7% (two errors in 17 con-
clusive records) and 8% (two errors in 24 con-
clusive records) for the SC and MC samples 
respectively.  Thus, it seems that practically, 
the factor of crime severity has at most a small 
effect upon the FP error rates, and in order 
to better explore its actual existence a much 
larger sample is needed. 

The main reason for this comment goes 
beyond the study being discussed. It demon-
strates that one could not get a fair estimation 
of the accuracy of polygraph examinations by 
using an evaluation technique at odds with 
the way in which the examinations were con-
ducted.  Examinations, whose conduct was 
geared towards the global evaluation approach 
which includes for instance also the identifica-
tion of developing patterns and trends along 
the repeated charts and behavioral symp-
toms, might be unsuitable for analysis by the 
more objective and strict numerical scoring 
technique, or even by blind global evalua-
tion, which is not accompanied by behavior-
al-symptoms analysis. Some support for this 
conclusion can be drawn from a validity study 
which was conducted in the Israeli Police in 
1979 and published a bit later (Ginton, Daie, 
Elaad & Ben-Shakhar, 1982). In that study, 
the polygraph tests and their analysis took 
place during the beginning of the transient pe-
riod mentioned above concerning the manner 
by which the examinations were conducted 
and evaluated. Results of that study indicated 
that using numerical scoring was somewhat 
inferior compared to the global evaluation 
which was more compatible with the way the 
tests were conducted. Unfortunately, the point 
of compatibility was not addressed in the orig-
inal study. This notion of compatibility consid-
erations might be relevant in quite a number 
of other situations. For instance, two charac-

  3  The SC sample also included 11 tests of innocent examinees from 1979, the year in which the change took place.
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teristics of the Utah technique are 1) to review 
and discuss in a certain manner the questions 
between repeated charts and 2) in the scoring 
stage of a single-issue sequence, the Relevant 
questions are compared only to their adjacent 
preceding Comparison question (Raskin & 
Kircher, 2014). Unlike that, the Federal ZCT 
recommends as a default: 1) not to discuss 
the questions between charts and 2) in scor-
ing the test (You-Phase) to pick for compari-
son the strongest reaction from the two Com-
parison questions surrounding each Relevant 
question (Federal Examiner Handbook, 2011).   
Applying the Utah scoring technique in that 
respect, to a ZCT examination in which no in-
ter charts discussion took place, might results  

in an increased FP rate. In the same vein, ap-
plying the federal scoring method in that re-
spect to an examination that was conducted 
with inter charts discussion might results in 
a FN increased rate.  That is because the inter 
charts discussion in the manner suggested by 
Utah method tends to increase in particular 
the salience of the Comparison question.

Unfortunately, this compatibility issue 
has been, overlooked in many studies, leading 
to unreliable and conflicting results. Finally, it 
is recommended to assimilate and incorporate 
this insight not only into the research arena 
but also to the everyday practice. 
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The effects of theft-related criminal ac-
tivity are a burden on society.  They can cause 
a perception of personal insecurity leading to a 
change in habits, e.g.  avoiding the area where 
a crime has been committed to minimize the 
risk of becoming a victim. However, shoplift-
ing committed by customers or employees 
normally goes unnoticed and it is considered 
an “unaccountable loss” within budgets. Offi-
cially, theft is classified within ‘crimes against 
property’.  Based on statistics from the Cham-
ber of Commerce in the United States of Amer-
ica, employee theft costs companies over $ 40 
billion per year (Beedle, 2005). 
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This study highlights the importance 
of the use of polygraph testing within private 
institutions, more specifically, for its value 
as a diagnostic and preventive tool. We think 
the polygraph is a good investment for finan-
cial security and business management when 
used as a preventative warning to discourage 
losses due to misconduct or theft.   Loss pre-
vention in regard to theft is becoming increas-
ingly important in strategic company plan-
ning, especially in the retail sector where loss 
from “shrinkage” is growing. Various studies 
conducted by the European Union reveal that 
theft in commercial distribution accounts for 
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losses of about 1% of total sales.  

It is widely documented that firms, on 
average, regardless of sector or country, lose 
about 3% of total annual sales due to employ-
ee and customer theft, and administrative er-
rors (Ace Hardware Corporation, 2010).  Many 
companies consider that dishonest employee 
conduct is virtually impossible to control and 
they regard inventory irregularities as admin-
istrative costs, thereby shifting those costs to 
customers. In fact, there has been consider-
able development in the field of Security and 
Criminology which deals with this dishonest 
behavior and provides businesses with specif-
ic tools to address the issue and reduce its im-
pact (Cognizant 20-20 Insights, 2014).

Strategies to Halt Internal Theft

There are several preventative control 
measures that companies could adopt and im-
plement as proactive steps.  

Initiate controls through computerized 
inventory management systems to identify 
losses from receipt to point-of-sale, including 
warehouse storage and clearance of goods ar-
eas. These controls should maintain records 
for broken merchandise, losses and internal 
consumption, as well as regularly monitoring 
errors in price marking and coding.  Addi-
tionally, an administrator level control point 
could help eliminate differences in stock and 
controls in cash management – i.e. implemen-
tation of vouchers and credit notes, limited 
authorization for purchase and sale adjust-
ments, such as approval for sales cancella-
tions or price markdowns.  The systems could 
be set up to require a unique password so 
that users would be easily identified.  Finally, 
a clear procedure for returns and exchanges 
should be implemented.

Management controls.  Specifically, 
analyzing the critical points of the system. Ef-
forts should be taken to strengthen controls 
and implement specific authorization or ap-
proval levels.

Pre-screening of prospective employ-

ees and a focus on maintaining high employee 
motivation.  Managers and business leaders 
should be aware of the benefits of properly 
selecting and motivating staff, as it plays an 
important role in the improvement of busi-
ness.  The foundation is laid with the employ-
ee hiring process, though that is just the first 
step.  There are various methods which could 
be implemented to evaluate attitudes and as-
sess behavioral indicators.  Businesses should 
manage and maintain a highly motivated staff 
through training or incentives. This would 
generate the commitment and productivity of 
employees which often results in a minimiza-
tion of losses. 

Companies could invest in a network of 
visible and hidden security cameras to reduce 
the occurrence of theft, along with displaying 
informative signs alerting customers and em-
ployees of ongoing surveillance. They would be 
useful for identification, and provide evidence 
for prosecution in any criminal charges and 
insurance claims should a theft occur.

By employing uniformed and under-
cover security personnel, along with “mystery 
shoppers”, the opportunity for employee theft 
is would be reduced. The mystery shoppers 
would be used to assess and measure the 
quality of customer service and can also help 
to identify corrupt employees through covert 
operations.  The undercover operatives would 
be able to make scheduled purchases anony-
mously, to verify a correct records of sales by 
the cashier.

However, if preventative measures are 
ineffective and security has been compro-
mised, it would be necessary to take proactive  
or confrontational action. That is to say, use 
methods of investigation to solve the problem, 
minimize losses, and, if possible, recover the 
stolen items and find the perpetrators. 

All employees have some opportuni-
ty to engage in criminal behavior, and some 
follow through. According to international 
studies, 60% or more of workers have been in-
volved in dishonest behavior (Zińczuk, et al., 
2013). For example, in one company, 25% of 
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the employees regularly steal, 25% don’t steal 
under any circumstances, and the remaining 
50% will steal if given the opportunity to do so 
(Narasimham, 2005). 

Elements contributing to employee 
theft have been extensively studied for de-
cades and assessed in different ways. The con-
sensus among researchers is best explained 
as to why employee theft occurs by the “Rob 
Triangle” theory. This triangle is composed of 
three basic elements: opportunity, necessity 
and behavioral rationalization (Hayes, 2008). 
The offender plays into two parts of the the-
ory, that is, his or her “ability” or “desire” or 
perceived “need”.

Need is defined as a feeling of lack, 
physical or psychological, which all human 
beings have, independent of their race, culture 
or religion. Even a person’s economic status 
does not preclude them from falling prey to 
the drive of an unmet need, as is seen in cas-
es from a wide variety of social and economic 
backgrounds.  They are often individuals with 
strong purchasing power who have committed 
petty larceny, a misdemeanor (Krasnovsky & 
Robert, 1998). They justify their behavior to 
themselves and others as a means to meet 
their perceived needs.

Given the desire and ability to commit 
the crime, there only needs to be an opportu-
nity of which the offender can take advantage.  
Neglect by the business provides a window of 
opportunity for a theft to occur without being 
discovered.  Unfortunately, experience has 
shown us that a dishonest employee will often 
seek and find new ways of breaching security 
systems, either through the establishment of 
a criminal network or knowledge, and avoid-
ance of various controls and security proce-
dures. Invariably, human creativity surprises 
us, generating unthinkable solutions even the 
most qualified experts in the field, and sur-
passing the most sophisticated control sys-
tems. 

It should be mentioned that differenc-
es between investigations in the public sector 
and the private sector are minimal. The private 

sector has less unethical tendencies in than 
the public sector (Sardžoska, & Tang, 2009).  
The use of tools, techniques and processes 
is very similar. However, in the public sector, 
investigations are aimed towards prosecution 
of the person or persons responsible for the 
offense, whether it be theft against an individ-
ual or against society and the common good.  
Investigations conducted in the private sector 
are based on individual needs, particular sit-
uations, and the interests of each company 
or organization. A violation of a private sec-
tor´s code of conduct or company rules may, 
at the same time, be a violation of the law, and 
thus, the initiation of an investigation by the 
authorities in the public sector would ensue. 
Theft is an example of what could begin with 
an internal investigation and lead to the in-
volvement of public authorities for the appro-
priate enforcement of local and federal laws.

Polygraph Testing Use in Companies 
Overseas

In 1921 John Larson and Leonard Kee-
ler developed the polygraph discipline (God-
dard CH, 1976). The field has been plagued 
by internal debate as to which methods are 
the best.  Some of those interested in devel-
oping this field established schools of polyg-
raphy and promoted their own methodologies 
and techniques. This was closely linked to, 
and materially rooted in their own economic 
interests.  Still, this field grew exponentially 
and soon polygraph testing could be found in 
use in every conceivable application. 

Many things have changed since its in-
vention, but its acceptance and utilization still 
varies around the globe.  Nowadays, most ex-
aminers in the United States of America come 
from, or work for, the public sector, bringing a 
new spirit of a ‘best practices’ policy and a sci-
entific methodology toward their work.  Addi-
tionally, professional associations, such as the 
American Polygraph Association (APA, 2011), 
have tended to move towards a more balanced 
perspective in order to ensure that its mem-
bers provide valid and reliable public services.  
All APA members are required to comply with 
the recommendations of APA and operate us-
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ing standardized protocols. Polygraph testing 
is conducted in Canada and the United States 
of America with a strong emphasis towards 
public and private professional development. 
Yet there are still variances in the acceptance 
of this technology.  In Canada, the results of 
examinations are inadmissible in the criminal 
justice system, as seen in Case 18856 (Glan-
cy & Bradford,  2007). However, the results of 
a polygraph examination are admissible in a 
civil court or an employment tribunal. With re-
gard to the law, the validity of such evidence is 
unclear. Civil courts across Canada have ad-
opted a variety of views - ranging from the ac-
ceptance of the polygraph to partial or non-ac-
ceptance.  In addition, confessions obtained 
after a failed Polygraph test are admissible in 
Canadian Criminal courts if the rules of ad-
missibility have been respected, e.g. Regina vs 
Oicke  (R v Oickle, 2000 SCC 38, 2 SCR 3). R. 
vs Spencer and R. vs Singh, are the leading 
cases  in the Supreme Court of Canada on the 
Common Law Rule for Confessions  (Dufrai-
mon, 2008).

The United States created the Employ-
ee Polygraph Protection Act in 1988 which 
restricts the use of polygraph testing in the 
public sector, with some exceptions (Employee 
Polygraph Protection Act. [EPPA, 2012]), such 
as security service firms and companies that 
manufacture, distribute and dispense phar-
maceutical products.

Further south in the Americas, poly-
graph testing is not fully regulated.  The use of 
the polygraph in Latin America is continuous-
ly under attack by a critical academic and sci-
entific community in numerous articles pub-
lished on the subject.  It is misused by corrupt 
officials and public servants in some countries 
and there is a widespread belief that the poly-
graph is illegal. The procedure has seen par-
tial prohibition in Honduras (Meyer, 2015), 
Salvador (Bertelsmann, 2009), and recently 
in Mexico (Sabet, 2010), and an attempted 
prohibition in Ecuador (Ramírez & Balbina, 
2015). In addition, other technologies have 
been introduced that are competing with the 
polygraph, such as EyeDetect ® by Converus 
®, which offers an opportunity to increase the 

outcome confidence of credibility assessment 
testing, thus improving lie detection.

In Mexico certain laws and institu-
tional regulations govern and permit the use 
of polygraph testing with employees in Public 
Safety, Homeland Security, and Federal, State 
and Municipal departments of justice, but it 
is not regulated in private industry.  In crim-
inal trials in Mexico and other countries, the 
results of a polygraph test can be admitted as 
evidence (Comisión Nacional de los Derechos 
Humanos, CNDH 2004). However, even where 
the accused  has given his or her consent, the 
following minimum standards must be ob-
served during the first stage of questioning:  
a) the test must be done in presence of the 
judge who is obliged to receive all statements 
about  criminal acts, whether they are offered 
as an expert opinion or not, b) as coordinator 
of the process, the Judge is obliged to ensure 
the correct presentation of the evidence, ana-
lyze the interrogation, and  when appropriate, 
ask the expert to rephrase questions that are 
ambiguous, confusing, insidious, or are in-
terpreted as misleading, the Judge also must 
have some form of training in Polygraph in or-
der to understand the psychology behind the 
construction of the Comparison Questions, 
especially in the Probable Lie Test (PLT) (Han-
dler & Nelson, 2009), and c) all questions and 
answers must be registered in the record of 
the indictment and prosecution with the ob-
jective of giving certainty to these statements 
and availability to the different parties for fu-
ture reference and discussion (Suprema Corte 
de Justicia de la Nación, 2012).  

Polygraph testing in court is a common 
practice in many countries throughout Asia 
(British Psychological Society, 2004). While 
small and medium sized companies in these 
countries make systematic use of the poly-
graph with the objective of identifying theft 
and fraud, their primary goal is theft preven-
tion.

In various countries across Europe 
there is also ambiguity as to its use.  For exam-
ple, while polygraph application is frequently 
used in the judicial systems of Belgium and 
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Spain, it is not permissible as evidence in oth-
er countries (Meijer et al., 2008).  In England, 
the police have begun using polygraph testing 
with suspected sex offenders. The test is car-
ried out before the formal charges are issued 
and it is often useful for shortening the dura-
tion of a criminal investigation.  Furthermore, 
polygraph tests are mandatory for sex offend-
ers on parole in the East and West Midlands 
in England (Gannon et al., 2012).  However, 
when it comes to its application in the busi-
ness world, there is no common set of rules 
governing its use.

Polygraph in Private Sector

According to “The 2012 Marquet Re-
port on Embezzlement” (Christopher, 2013) 
the number of major incidences of embezzle-
ment increased 11% over 2011, and the av-
erage loss was approximately US $1.4 million 
dollars. Employees who were working in fi-
nance, bookkeeping and accounting positions 
committed approximately 68% of embezzle-
ments. Issuance of forged or unauthorized 
company checks was the most common em-
bezzlement scheme in which employees were 
involved. The 2013 report detailed the contin-
ued rising trend, showing a further increase of 
5% over 2012. Embezzlement by employees, 
as mentioned above, rose to 71%, 81 % of the 
cases being the number of individual perpe-
trators involved.  In the last six years, Cali-
fornia, Michigan, Pennsylvania, New York, Vir-
ginia and Texas have experienced the greatest 
number of major embezzlement cases in the 
USA.

In an effort to find possible solutions 
to this problem, most large chain stores in the 
US have developed their own Loss Prevention 
units.  These units may employ an entire in-
vestigation team, including, as a minimum, a 
project manager, investigators, lawyers, sup-
port members and tasking executives with 
management responsibilities, making it a very 
expensive option.  An alternative could be to 
outsource by hiring professional investigators 
who have experience and are skilled in inter-
viewing and interrogation procedures such as 
the PEACE interview model, physical surveil-

lance, electronic surveillance, forensics, covert 
investigations and if company policies and lo-
cal laws permit, the use of polygraph testing.

The American Polygraph Association 
(APA, 2011) established the use of validated 
techniques to eliminate the use of non-stan-
dardized techniques (Krapohl, 2006; APA, 
2011).  When polygraph testing is permissi-
ble, validated techniques indicate the neces-
sity of performing some kind of preliminary 
investigation before administering it, accord-
ing to the APA, which has established mod-
els and procedural policies, written proposals 
and scientifically validated methods of testing 
(Handler et al., 2009).  These concepts arose 
to safeguard the lives of individuals and pro-
tect the professional integrity of workers in the 
private sector.

Every day more companies are pro-
tecting their assets by increasing their secu-
rity through the use of the different methods, 
such as pre-employment integrity testing, and 
in the US with a Personnel Selection Invento-
ry (Brown, et al., 1987). However, considering 
that employees who hold finance, bookkeeping 
and accounting positions are more likely to 
commit embezzlement, this group of workers 
could be evaluated by polygraph to promote 
transparency and preventative security within 
the company (Terris & Jones., 1982).

Any incident of theft or fraud, in ad-
dition to economic damage, causes problems 
and internal tensions that affect the entire 
company.  Trust is lost, rumors abound, fear 
of being marked as a suspect arises, and until 
clarified, the situation is not resolved.  The sit-
uation is extremely tense and uncomfortable 
for both the employer and employees. For this 
reason, the company should work to bring clo-
sure to the offense as quickly as possible.

The polygraph offers individuals an 
opportunity to prove their innocence, taking 
away pressure and suspicion, and allows the 
employer to potentially unmask the real cul-
prit and possible accomplices.  In this way, 
the conflict is resolved quickly and fairly for 
all, and the company can return to business 
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as usual.  If a polygraph test is performed, 
false-positive results may be followed-up with 
alternative technologies like EyeDetect (Han-
dler, 2016), or functional magnetic resonance 
imaging (fMRI) (Farah et al., 2014; Langleben 
et al., 2016) or to eliminate any doubt. 

The polygraph can also serve to clar-
ify cases of workplace harassment, including 
sexual harassment, resolve conflicts, deter-
mine responsibility, and further investigation 
of suspicious events.  However, the Food & 
Allied Workers Union obo Kapesi mentions 
“A polygraph test on its own cannot be used 
to determine the guilt of an employee” for (le 
Roux, 2013).

The use of the polygraph in private or-
ganizations fulfills the same function as the 
anti-doping controls in sport. The real goal is 
not to catch anyone, but to deter those who 
seek to commit any abuses or irregularities, 

such as distortion of expenses, personal trad-
ing commissions with suppliers, deliberate 
breach of rules and obligations, and theft.

For preventive purposes, it is extreme-
ly practical and profitable.  An awareness of 
testing practices will also help ensure employ-
ees remain operating within the company’s 
business conduct guidelines.  Periodic evalu-
ations are an excellent control mechanism for 
all employees, with direct or indirect access to 
company assets.  

Maintaining a systematic approach of 
giving periodic polygraph examinations to all 
employees, conducted exclusively as a con-
trol measure of professional performance and 
honesty of workers, may help to circumnavi-
gate any concerns related to invasion of pri-
vacy or discrimination. Taking action against 
crime is not simple, nor is it inexpensive, but 
ignoring it is much more expensive.
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Probabilities of Deception and 
Truth-telling for Single and 

Repeated Polygraph Examinations: 
Bayesian Analysis aka Bayesian 

Updating

Introduction

Quiz 1:     Suppose we have a test for a disease. 
The test has a sensitivity level of .95, 
meaning that it can detect the pres-
ence of the disease in 95% of cases 
with the disease. The test also has a 
specificity rate of .95, meaning that it 

Bayesian Probabilities of Deception and Truth-telling for Single and Repeated 

Polygraph Examinations

Raymond Nelson† and Finley Turner‡

Abstract

Bayes’ theorem is explained and applied to polygraph test results. Potential advantages of successive 
hurdles testing strategies are shown, including the use of Bayes’ theorem to aggregate the results 
when examinees are subject to multiple tests regarding the same target issue. An advantage of a 
Bayesian approach to probabilistic results of polygraph examinations is that the interpretation of 
results from Bayesian inference can be both intuitive and practical. Mathematical examples are pro-
vided in 2x2 tables for single and repeated polygraph exams. 

Keywords: Bayesian, Bayes’ theorem, Bayesian inference, prior probabilities, base rates, incidence 
rates, a priori, posterior probability, a posteriori, diagnostic exams, screening exams, retesting, suc-
cessive hurdles. 

can determine the absence of the dis-
ease in 95% of the cases that do not 
have the disease. Suppose, for con-
venience, that the false positive and 
false negative error rates are both 
.05. We test a patient. The test result 
is positive and the level of statistical 
significance, expressed by the error 
rate, is .05. What is the probability 
that the patient has the disease?

Answer: We don’t know until we have more in-
formation about the reason for doing 
the test. 

1 John McCarthy (1927-2011) was a computer scientist and cognitive scientist who helped develop the Stanford AI 
Laboratory and is credited with coining the term “artificial intelligence.”

† Raymond Nelson is a psychotherapist and field polygraph examiner who works in the area of sexual abuse and 
victimization, Mr. Nelson presently works as a researcher in the polygraph profession, and has published articles on many 
aspects of the polygraph test including polygraph techniques, test data analysis, psychology, physiology and other topics. 
Mr. Nelson lectures frequently on polygraph topics, is the director of an accredited polygraph training program, and is 
a research specialist for Lafayette Instrument Company (LIC). Mr. Nelson is a past President of the American Polygraph 
Association (APA) and currently serves as an elected member of the Board of Directors. The views and opinions expressed 
herein are those of the authors and not necessary those of the APA or LIC. Mr. Nelson can be reached at raymond.nelson@
gmail.com.

‡ Finley Turner is a polygraph examiner who conducts examinations for individuals, investigations and risk management 
screening in private practice in the United Kingdom. Mr. Turner’s background is in Economics, and Psychometrics for 
which he holds a European Test User Certificate and a membership with the British Psychological Society Testing Centre. 
Mr. Turner can be reached at finturner@gmail.com.

“He who refuses to do arithmetic is doomed to talk nonsense.”– John McCarthy1 
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Why?: 	 Understanding the reason for doing 
the test will help us to understand 
the prior probability that the patient 
has the disease. The test result de-
scribes the test data, which is a proxy 
or model for the real universe that in-
cludes the patient who may or may 
not have the disease. Translating the 
test result into a real-world probabili-
ty statement requires Bayesian anal-
ysis, also known as Bayesian updat-
ing. We need to state our knowledge 
of the prior probability, before the test, 
that the patient has the disease. The 
prior probability for a screening exam 
on a member of some population can 
be thought of as the base rate or inci-
dence rate of the disease or problem 
among all members of the population. 
A diagnostic exam on a symptomat-
ic patient will have a substantially 
greater prior probability of having the 
disease. Different prior probabilities 
will lead to different posterior prob-
abilities associated with a positive or 
negative test result.  

Quiz 2:     Suppose we are conducting a screen-
ing test on a randomly selected mem-
ber of the population and the inci-
dence rate for the disease is .05  or 
5%. Also suppose the screening test 
has a sensitivity rate of .95 and a 
specificity rate of .95. We conduct the 
test, and the test returns a positive 
result. Again the level of statistical 
significance is .05. What is the proba-
bility that the patient has the disease 
based on the screening test result? 

Answer 2: 50%. Thus illustrating one of the rea-
sons that screening test results may 
not be sufficient to make a diagnosis.

Why?:	 Because the prior probability or in-
cidence rate is low. Using Bayesian 
analysis, we used the test result to 
update the prior probability of dis-
ease to a posterior probability of dis-
ease. Here is the math:

 posterior probability of disease = 

	 (prior probability * test sensitivity 
rate) / 

	 ( (prior probability * test sensitivity 
rate) +  ((1 - prior probability) * false 
positive rate)) ) 

	 Using the numbers, and flipping the 
result to the right side of the =, this 
means: 

(.05 * .95) / 

( (.05 * .95) + ((1 - .05) * .05)) ) = .5

	 This is the reason that screening 
tests are often useful to suggest ar-
eas for further testing or investigation 
but are of themselves, insufficient to 
achieve a diagnosis. 

Quiz 3:	 Now suppose we have completed a 
screening test on a patient who was 
selected for testing only because he 
is a member of the population (i.e., 
random selection), not because of a 
known problem. The incidence rate of 
the disease is still 5%. But we have 
completed a previous screening test 
that gave a posterior probability of 
50% that the patient is positive for 
the disease. We then conduct a di-
agnostic test, which also, for conve-
nience, has a sensitivity rate of .95 
and also a specificity rate of .95, 
along with false positive and false 
negative error rates of .05. We use 
the posterior probability (.5) from the 
screening test as the prior probability 
for the diagnostic test. Suppose the 
test result is positive, and the level of 
statistical significance is .05. What is 
the probability that the patient has 
the disease?

Answer 3: 95%. Showing that satisfactory lev-
els of test accuracy can sometimes 
be achieved through multiple testing 
strategies when the prior probability 
is low. 

Why? 	 The screening test increased the pri-
or probability that the patient has the 
disease from 5% in the population 
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to 50% among those who produced 
positive results on the screening test. 
The greater prior probability gives 
us greater precision (i.e., a reduced 
margin of uncertainty and error) for 
the Bayesian posterior probability 
of disease when the two test results 
concur. Using the same formula as 
before with the prior probability of .5, 
here is the math: 

(.5 * .95) / 

( (.5 * .95) + ((1 - .5) * .05)) ) = .95 

The purpose of Bayesian analysis is to 
quantify the degree of belief or level of confi-
dence we may have about some phenomena 
for which our knowledge is uncertain or im-
perfect. Of interest here is that statistical esti-
mates such as test sensitivity, specificity and 
decision error rates do not always translate 
directly to conclusions about real-world effect 
sizes. However, Bayes’ theorem and Bayesian 
analysis (Berger, 1985; Gelman, 2014; Win-
kler, 1972) can be used to calculate posteri-
or probabilities that are conditional on prior 
probabilities (Cohen, 1994) and which are in-
tended to describe real world effects. Bayesian 
inference has important practical usefulness 
when attempting to understand real-world 
probability problems such as when attempting 
to measure or quantify amorphous phenome-
na, such as deception and truth-telling, that 
cannot be subject to deterministic observation 
or direct physical measurement. 

What is Bayesian Analysis, and What Does 
It Have to Do with Polygraph?

The theory of the polygraph holds that 
greater changes in physiological activity can be 
observed in response to different types of test 
stimuli as a function of deception or truth-telling

regarding the relevant target stimuli (Ameri-
can Polygraph Association, 2011; Honts & 
Peterson, 1997; Kircher & Raskin, 1988; 
Nelson, 2015a, 2015b; National Research 
Council, 2003; Office of Technology Assess-
ment, 1983; Senter, Weatherman, Krapohl 
& Horvath, 2010). Although deception and 
truth-telling cannot themselves be subject to 
direct physical measurement or deterministic 
observation, certain changes in physiologi-
cal activity have been shown to be correlated 
with deception and truth-telling at statisti-
cally significant levels Bell, Raskin, Honts & 
Kircher, 1999; Harris, Horner & McQuarrie, 
2000; Kircher, Krisjiansson, Gardner & Webb, 
2005; Kircher & Raskin, 1988; Podlesny & 
Truslow, 1993, Raskin, Kircher, Honts & Hori-
witz, 1988. Changes in physiological activity 
can be numerically coded and combined in a 
structured algorithm to calculate a numerical 
score that can be compared to empirical or 
theoretical distributions to calculate a statis-
tical classifier. Bayesian analysis can combine 
information from a statistical classifier with a 
prior probability and the result can be inter-
preted as a posterior probability of deception 
or truth-telling. 

Bayesian analysis refers to a particu-
lar method or style of probabilistic thinking, 
named for Thomas Bayes (1701-1761). Bayes 
was a Presbyterian minister who was inter-
ested in probability theory. He was important 
during his lifetime, and perhaps even more 
important in the centuries since then. He was 
elected to membership in the Royal Society2 
in 1742. Bayes’ theorem, as it is known to-
day, was not published during Bayes’ lifetime. 
It was contained in an essay that was discovered 

2 The Royal Society was chartered by King Charles II in 1660, and serves today as the national academy for the sciences 
to the United Kingdom. The Royal Society published the world’s first scientific journal, Philosophical Transactions, in 1665 
and established the fundamental principle and practice of peer review.

3  Richard Price, mathematician, moral philosopher, and protestant minister, was also a friend to the Founding Fathers of 
the United States, and a member of the Royal Society to which American Statesman Benjamin Franklin (1706-1790) was 
elected to membership in 1756.
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after his death. A friend named Richard Price3  
was executor to Bayes’ intellectual work fol-
lowing his death and recognized the impor-
tance of the Bayes’ idea. It was Price who 
arranged for the reading and publication of  
Bayes’ essay by the Royal Society (Bayes & 
Price, 1763; Laplace, 1812)4. Publication of a 
new text book, Theory of Probability by Harold 
Jeffreys 5(1939) reintroduced Bayesian analy-
sis to 20th century readers. 

In contrast to the Bayesian paradigm 
is the frequentist statistical approach  - the 
other major style of statistical or probabilistic 
thinking that emerged as central to the 20th 
century practice of null-hypothesis signifi-
cance testing - based largely on the work of 
Ronald Fisher6 (1925; 1935),  Jerzy Neyman7  
and Egon Pearson8 (Neyman & Pearson, 1938; 
1933). Under the paradigm of frequentist in-
ference a hypothesis is tested with no explic-
it assumption of a prior probability, as if we 
have no prior knowledge or assumption about 
the probabilities associated with the different 
possible outcomes. Instead, the frequentist 
approach is to attempt to distill a world full 
of messy and incompletely controlled data to 
a simple go/no-go dichotomous classification 
regarding the level statistical significance of 

a hypothesis or conclusion. This is accom-
plished by declaring a probability decision 
threshold in advance (sometimes referred to as 
alpha or the significance level), representing a 
tolerance for uncertainty and error. A null hy-
pothesis (or hypothesis of no effect)  is never 
actually proven, but can be falsified and re-
jected. In practice this has sometimes resulted 
in misunderstanding and misrepresentation 
of the practical meaning of the categorical and 
probabilistic results from null-hypothesis sig-
nificance testing. For example, the measure of 
statistical significance, the p-value,  does not 
allow one to find the  complimentary probabil-
ity of a correct conclusion. 

Jeffreys (1980) criticized the frequen-
tist practice of null-hypothesis significance 
testing as basing a conclusion on an attempt 
to disprove that something has not occurred. 
Most controversy surrounding null-hypothesis 
significance testing hinges on misunderstand-
ing and misapplication of the procedure and 
around the practice of point null-hypothesis 
testing9  and dichotomous accept/reject pro-
cedure (Berger & Sellke, 1987). Another con-
cern is that frequentist p-values can be smaller 
than Bayesian probability estimates for some 
prior probability distributions (Berger & De-
lampady, 1987). Johnson (2013) showed that 

4 Simon Pierre Laplace (1749-1827), one of the greatest scientists in history, also played an important role in the 
development of probability theory and what is today known as Bayes’ theorem, having published Théorie analytique 
des probabilités (1812). Laplace’s work in calculating the locations of celestial objects led to greater understanding of 
measurement error and also foundational in the development of the principles of frequentist inference, including p-values, 
probability distributions and the central limit theorem. 

5 Harold Jeffreys was a British geophysicist, astronomer, mathematician and statistician who was interested in Bayes’ 
theorem. He was elected to membership in the Royal Society in 1925. As a geophysicist, Jeffreys suggested that the earth’s 
planetary core was liquid, and was opposed to the theory of continental drift because of the lack of a sufficient motive force 
(the larger theory of plate tectonics has now subsumed continental drift, and supplies an accepted theory of the movement 
of the earth’s surface). 

6  Ronald Fisher was famous as a biologist who studied genetics and evolution, as an agricultural scientist who studied 
crop variation, and as a statistician who anchored our understanding of frequentist statistical methods. Fisher was elected 
to membership in the Royal Society in 1929.

7 Jerzy Neyman was a Polish statistician who moved to California in the late 1930s. Neyman developed the department of 
statistics at the University of California at Berkeley. Neyman introduced the concepts of confidence intervals and stratified 
sampling. Together with Egon Pearson, Neyman developed the concept and practice null-hypothesis significance testing 
(Neyman & Pearson, 1928). 

8 Egon Pearson was a British statistician (whose father was Karl Pearson to whom we owe our understanding of the 
correlation coefficient). Pearson was elected to the Royal Society in 1966. Pearson, along with Neyman, strongly influenced 
the practice of null-hypothesis significance testing as we know it today.

9 With a sample of sufficient size two points are always different at a statistically significant level.  



57

Bayesian Probabilities of Deception and Truth-telling 

Polygraph & Forensic Credibility Assessment , 2017, 46 (1)

frequentist statistical results can be mathe-
matically reconciled with Bayesian results, 
and argued that non-reproducibility problems 
related to testing at unjustifiably high levels of 
significance could be remediated by testing at 
p=.005 or  p=.001 instead of .05 and .01. Most 
enduring criticism of null-hypothesis signifi-
cance testing has centered largely on misuse 
and misinterpretation of results, and what has 
been called the “weak form” (Cohen, 1994) in 
which one attempts to confirm a theory by re-
jecting a null hypothesis. 

In contrast to this, the “strong form” 
of null-hypothesis significance testing has not 
been subject to the same concern. The strong 
form of null-hypothesis significance testing in-
volves taking a predication or hypothesis and 
then designing a test or experiment to chal-
lenge and discard it if possible, in a manner 
consistent with Karl Popper10 (1959) who as-
serted that falsifiability is a central require-
ment of scientific statements. Casella and 
Berger (1987) showed that p-values can be 
mathematically reconciled with Bayesian re-
sults, and concluded that one-sided p-values 
can be regarded as equivalent for some class-
es of prior distributions and within the range 
or at the lower bound of Bayesian measure-
ment for others. Hwang et al. (1992) showed 
that Bayesian analysis did not outperform 
p-values for one-sided tests, leading Casella 
and Wells (1993) to conclude that p-values 
remain a viable assessment of the plausibili-
ty of a null hypothesis. Meehl 11(1967, 1997), 
who credited David Lykken12 with stimulating 
his thinking in this area, asserted the math-

ematical and statistical calculations of the of 
null-hypothesis significance test to be sound 
while the application and practice is some-
times problematic. 

Bayesian statistical methods, because 
they are intended to test the hypothesis of in-
terest directly as opposed to the null hypothe-
sis, avoid much of the confusion and trouble-
some impulses surrounding null hypothesis 
significance testing. Bayesian probability mod-
els begin with a declaration of our prior knowl-
edge or assumption of the probabilities asso-
ciated with different possible outcomes. This 
prior probability can be thought of as a proba-
bility distribution. In the case of outcomes the 
prior probability distribution can be thought 
of as complimentary values that describe the 
proportions of deceptive and truthful persons. 
Prior probabilities are combined, using Bayes’ 
theorem, with the observed data and evidence 
from a test or experiment. The end result is 
a posterior probability that is intended to be 
more precise, or less incorrect, than the prior 
probability. 

When the prior probability is estimat-
ed from the empirical observation of available 
data, and then conditioned on probability re-
sult or likelihood function from a test or exper-
iment, the method can be referred to as Empir-
ical-Bayes. In contrast, a Subjective-Bayesian 
approach would have us use any source of 
information, perhaps including prior infor-
mation from unreproducible sources. [See 
Casella, (1985; 1992) and (Carlin & Louis), 
2000 for more information on Bayesian anal-

10 Karl Popper was an Austrian-British philosopher of science who immigrated to New Zealand in 1937 and later to 
the United Kingdom. Popper was elected to the Royal Society in 1976. In his early years Popper worked variously in 
construction, cabinetmaking, and also a psychoanalyst for children, before completing a dissertation in what might be 
thought of today as cognitive psychology. After noting the contrast between the falsifiable assertions of Einstein’s theory 
of relativity (and Einstein’s statement that he would reject his own theory if it failed certain tests)  and the untestable and 
unfalsifiable notions of Freudian psychoanalytic psychology - in addition to the seemingly unquestionable political dogma 
that was emerging in in some regions during the early 20th century - Popper contributed enormously to our notion of 
falsifiability and the need to question evidence and assumptions as a central requirement for science. 

11 Paul Meehl (1920-2003) was a professor of psychology at the University of Minnesota. His work in also important in 
the philosophy of science and the falsifiability of scientific statements. He is one of the most cited researchers of the 20th 
century. Meehl theorized in 1962, while serving as president of the American Psychological Association that schizophrenia 
has a genetic link. He also helped in the development of the MMPI. In 1954, Meehl’s book showed the superiority of 
formalized algorithmic analytic protocols over unstructured expert clinical judgment, and permanently altered the 
discussion and direction of testing and diagnostic work that can involve both subjective clinical evaluation and test data. 

12 David Lykken (1928-2006) was a professor of Psychology and Psychiatry at the University of Minnesota, known for his 
work in both twin studies and lie detection. He published critical views of the probable lie comparison question and its 
use in the polygraph test. 
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ysis.] Regardless of whether objective or sub-
jective sources of information are used for the 
estimation of a prior probability distribution, 
the essence of Bayesian analysis is that prior 
knowledge, information, or belief can be quan-
tified probabilistically and then mathematical-
ly updated with new data or information from  
a test or experiment. All probabilistic informa-
tion is imprecise or imperfect. The resulting 
posterior distribution is intended only to be 
less incorrect and therefore a more precise es-
timate of the quantity of interest. 

Bayesian analysis offers important 
practical value to the polygraph test because 
the results from Bayesian analysis of poly-
graph data can be interpreted intuitively as a 
probability of deception. Bayes’ theorem offers 
an additional advantage to the polygraph con-
text when conducting repeated examinations 
on the same examinee because results from 
a previous polygraph test can be used, like 
any useful information source, as a basis with 
which to estimate the prior probability of de-
ceptive or truth-telling. 

It has been over two and one-half cen-
turies since Thomas Bayes’ essay was read 
and published. Since that time it has become 
central to many discussions in statistical clas-
sification, inference and prediction. Practical 
interest in Bayes’ theorem will likely remain 
strong well into the 21st century, including in 
the polygraph and others scientific contexts 
that involve inference, prediction and classi-
fication. 

Discussion

What Is Bayes’ Theorem, and What Does 
Posterior Probability Have to Do with 
Polygraph?

Bayes’ theorem is useful in the poly-
graph context because the posterior probabili-
ty estimate can be reasonably interpreted as a 
probability of deception or truth-telling. Bayes’ 
theorem, expressed mathematically, is shown 
in Figure 1. Bayes’ theorem is used to describe 
the probability of an event or condition based 
on other associated conditions or information. 
A theorem is a statement or proposition to 
describe how something (some small part of 
the universe) works. Theorems are often not 
self-evident and are subject to mathematical 

and logical proof  before they are accepted as 
correct. A posterior probability (a posteriori) 
is the resulting probability estimate when an 
assumed prior probability (a priori) is algebra-
ically updated using Bayes’ theorem and the 
results from a test or experiment. 

Figure 1. Bayes’ theorem.

P(A|B) is the posterior probability of 
event A given condition B. P(A) is the prior 
probability of event A. P(B|A) is the probabili-
ty of event B given condition A, and P(B) is the 
prior probability of event B. Posterior proba-
bility can  also referred to as conditional prob-
ability, because the resulting probability esti-
mate is conditional on some other probability 
event.  Reading Bayes’ formula we would say 
this: the posterior probability of event A giv-
en condition B is equal to the prior probability 
of event A multiplied by the prior probability of 
event B given condition A, divided by the prior 
probability of event B. 

Bayes recognized that we do not be-
gin any experiment, test or data analysis with 
zero knowledge or no assumptions about what 
the data might mean. Instead we enter every 
probability estimation task with some prior 
knowledge or assumption. Instead of denying 
our prior knowledge with the pretense that we 
can somehow know nothing, a Bayesian view 
holds that the purpose of a test or experiment 
was to improve our prior knowledge through 
the analysis of data, and that the improved or 
updated knowledge will remain fundamentally 
probabilistic. 

Whereas the practice of null-hypothe-
sis significance testing is an attempt to answer 
a question about the probability of obtaining 
the observed data if the null-hypothesis is 
correct, Bayesian probabilities provide an an-
swer to the more practical question about the 
probability that the null-hypothesis is correct 
after obtaining the observed data. To accom-
plish this Bayes’ theorem can be restated or 
re-written to describe the probability that a 
hypothesis or conclusion is correct by simply 
substituting H (hypothesis) for A and D (data) 
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for B. Figure 2 shows Bayes’ theorem in terms 
of a hypothesis or conclusion

Figure 2. Bayes’ theorem stated in terms of 
a hypothesis.

Posterior(H|D) is the posterior proba-
bility that a hypothesis is correct after obtain-
ing the observed data. P(H) is the prior proba-
bility that the hypothesis is correct. P(D|H) is 
the probability of obtaining the observed data 
if the hypothesis or conclusion is correct. This 
will be the test sensitivity level for deceptive 
classifications or the test specificity level for 
truthful classifications. P(D) is the prior prob-
ability of obtaining the observed data. This will 
be either the sum of the test sensitivity and the 
FP error rates, or the sum of the test specifici-
ty and the FN error rates. Reading the formu-
la we would say this: the posterior probability 
that the hypothesis or conclusion is correct giv-
en the observed data is equal to the product of 
prior probability that the hypothesis is correct 
and the probability of obtaining the observed 
data if the hypothesis is correct, divided by the 
prior probability of obtaining the observed data. 

Bayes’ theorem can be used to algebra-
ically transform a frequentist p-value into a 
posterior probability that a hypothesis or con-
clusion is correct (Cohen, 1994). This makes 
Bayes’ theorem potentially useful in the poly-
graph context, and many other contexts, be-
cause it can be used to calculate the proba-
bility that a positive or negative test result is 
correct or incorrect. In the polygraph context, 
results of Bayesian analysis can be interpreted 
as a probability of deception or truth-telling. 

To implement Bayes’ theorem it will be 
necessary to know some of the test character-
istics, including test sensitivity, test specifici-
ty, FP and FN error rates. It will also be nec-
essary to clearly state our assumptions  about 
the prior probability. Because the assumed 
prior probability  impacts the resulting poste-

rior probability, selecting or defining the prior 
probability is an important problem in Bayes-
ian analysis. Much has been written about the 
topic of prior probabilities, including descrip-
tions of different bases for the construction or 
selection of priors. 

One possible solution, when there is 
little information about the prior probability 
distribution, is to set the probabilities as uni-
form for all possibilities. When there are two 
possible outcomes the prior probability will 
be 50%. This is sometimes referred to as an 
objective prior, or Objective-Bayes, because it 
attempts to remove subjectivity by regarding 
all possible outcomes as equally possible. Use 
of a uniform prior probability distribution has 
also been referred to as a non-informative prior 
or weak prior because the prior has little im-
pact on resulting posterior probabilities that 
are primarily determined by the test statistic 
under this condition. (For more information 
on prior probability distributions, the reader 
is directed to more exhaustive sources includ-
ing:  Kass & Wasserman, 1996; Box & Tiao, 
1993; Bernardo & Smith, 1994;  and Pericchi 
& Walley, 1991.)

Another possible solution, instead of 
either guessing or attempting to assume we 
know nothing, is to use data to derive an em-
pirical estimate the prior probability distribu-
tion. This can be as simple as selecting a prior 
probability for a criminal investigation based 
on the number of possible suspects. For ex-
ample: investigation of a theft involving only 
two possible suspects would also invoke a pri-
or probability of .5 (50%). Of course, in this 
example the empirically derived prior is equal 
to the uniform prior.  

Applied to the polygraph context, a goal 
of scientific testing and Bayesian inference 
will be to improve the proportion of correct 
classifications of deception and truth-telling 
compared to the prior probability. Although 
a test has merely to exceed the 50% chance 
level to be considered effective when the prior 
probability is assumed to be uniform for two 
possible outcomes, optimization of a test for 
practical usefulness under other prior proba-
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bility distributions will depend on the test sen-

sitivity, specificity and error rates that more 

than minimally exceed chance levels. Table 1 

shows the test sensitivity, specificity, FP and 
FN rates reported by APA 2011.

	

Figure 3. Bayes’ theorem re-written in terms of a posterior probability of deception.

 Following the example in Cohen (1994), 
we re-write Bayes’ theorem while making three 
substitutions: 1) P(H) is replaced by the pri-
or probability that a case is actually positive, 
2) P(D|H) is replaced with the test sensitivi-
ty level, and 3) P(D), the prior probability of 
obtaining positive test data, is replaced with 
the sum of two values: the product of the FP 
error rate and the prior probability that the 
case is actually negative, and the product of 
the test sensitivity rate and the prior proba-

bility that the case is actually positive. Appen-
dix A shows the software code for an R 3.2.1  
function (R Core Team, 2015) to compute a 
posterior probability. All computations were 
completed using Rstudio 0.99.467 (RStudio 
Team, 2015). Figure 3 shows Bayes’ theorem 
written in terms of a posterior probability of 
deception given a positive test result using a 
uniform prior probability of 50% for deception 
and truth-telling. 

Figure 4. Bayes’ theorem re-written in terms of a posterior probability of truth-telling 
given a negative test result. 
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One possible solution, when there is little information about the prior probability 
distribution, is to set the probabilities as uniform for all possibilities. When there are 
two possible outcomes the prior probability will be 50%. This is sometimes referred 
to as an objective prior, or Objective-Bayes, because it attempts to remove 
subjectivity by regarding all possible outcomes as equally possible. Use of a uniform 
prior probability distribution has also been referred to as a non-informative prior or 
weak prior because the prior has little impact on resulting posterior probabilities 
that are primarily determined by the test statistic under this condition. (For more 
information on prior probability distributions, the reader is directed to more 
exhaustive sources including:  Kass & Wasserman, 1996; Box & Tiao, 1993; 
Bernardo & Smith, 1994;  and Pericchi & Walley, 1991.) 
 
Another possible solution, instead of either guessing or attempting to assume we 
know nothing, is to use data to derive an empirical estimate the prior probability 
distribution. This can be as simple as selecting a prior probability for a criminal 
investigation based on the number of possible suspects. For example: investigation 
of a theft involving only two possible suspects would also invoke a prior probability 
of .5 (50%). Of course, in this example the empirically derived prior is equal to the 
uniform prior.   
 
Applied to the polygraph context, a goal of scientific testing and Bayesian inference 
will be to improve the proportion of correct classifications of deception and truth-
telling compared to the prior probability. Although a test has merely to exceed the 
50% chance level to be considered effective when the prior probability is assumed to 
be uniform for two possible outcomes, optimization of a test for practical usefulness 
under other prior probability distributions will depend on the test sensitivity, 
specificity and error rates that more than minimally exceed chance levels. Table 1 
shows the test sensitivity, specificity, FP and FN rates reported by APA 2011.  
 
Table 1. Polygraph accuracy (APA 2011, shown in Table 2 on page 237). 

 
Test sensitivity or true positive rate (TP) .812 
Test specificity or true negative rate (TN) .717 
False positive rate (FP) .144 
False negative rate (FN) .083 

 
Following the example in Cohen (1994), we re-write Bayes' theorem while making 
three substitutions: 1) P(H) is replaced by the prior probability that a case is actually 
positive, 2) P(D|H) is replaced with the test sensitivity level, and 3) P(D), the prior 
probability of obtaining positive test data, is replaced with the sum of two values: 
the product of the FP error rate and the prior probability that the case is actually 
negative, and the product of the test sensitivity rate and the prior probability that 
the case is actually positive. Appendix A shows the software code for an R 3.2.1  
function (R Core Team, 2015) to compute a posterior probability. All computations 

Also following the example provided by 
Cohen (1994), A probability of truth is shown 
in Figure 4, using slightly different substitu-
tions: 1) P(H) is replaced with the prior prob-
ability assumption that an examinee is truth-
ful, 2) the test specificity level is substituted 
for P(D|H), or the probability of truthful test 
data if the examinee is actually truthful, and 

3) P(D), the prior probability of obtaining truth-
ful test data, is calculated as the of sum of 

two products: the FN error rate multiplied by 
the prior probability of deception, and the test 
specificity rate multiplied by the prior proba-
bility of truth-telling. Figures 4 is also written 
with a uniform prior probability. 



61

Bayesian Probabilities of Deception and Truth-telling 

Polygraph & Forensic Credibility Assessment , 2017, 46 (1)

It is reasonable to interpret the results 
of a Bayesian experiment as a probability of 
deception or truth-telling because the algebra-
ic formula begin with and includes our exist-
ing information about the prior probability of 
deception or truth-telling. The prior probabili-
ty is conditioned on the test statistic. Figures 3 
and 4 show the posterior probability of decep-
tion to be ~.85, while the posterior probabili-
ty of truth-telling is ~.90 when we use a prior 
probability of 50%. Bayes’ theorem is simply a 
function to update a prior probability with the 
results from a probabilistic test or experiment. 

Where Do Prior Probabilities Come From? 

Prior probabilities can be derived from 
a number of information sources, including 
surveys, historical records, program evalu-
ation reports, other scientific studies. Prior 
probabilities describe our knowledge about the 
likelihood of different possible outcomes prior 
to a test or experiment. Prior probabilities also 
describe the expected rate of correct and in-
correct classifications. An Empirical-Bayes ap-
proach can make use of base-rates or incidence 
rates as a prior probability distribution. How-
ever, it is the prior probability estimate that is 
of importance here.  The base-rate is simply 
used as a reasonable (i.e., evidence-based and 
therefore less subjective or arbitrary) estimate 
for the prior probability.  

A Subjective-Bayes approach to prior 
probabilities would permit the use of expert 
intuition, random chance, or any other heu-
ristic solution as a prior probability estimate. 
Use of subjective prior information permits 
the potential use of Bayes’ theorem to address 
different types of problems, but is not without 
hazard and controversy. For example: in the 
case of a criminal investigation for which the 
investigator feels 99.9% sure a particular sus-
pect is guilty the test result will be loaded for 
a positive outcome regardless if the suspect 
is innocent. For this reason, use of Empiri-
cal-Bayes and objective priors may be prefera-
ble to Subjective-Bayes. 

What Happens When the Prior Probability 
Is Different?

When the prior probability estimate is 
low it can be expected that the proportion of 
false positive (FP) results is greater than the 
proportion of true positive (TP) results. To sim-
plify discussion and illustration of Bayesian 
posterior probability calculations, data can be 
shown using a 2x2 table using the expected 
frequencies for 1000 cases. Table 2 shows the 
results using the test sensitivity (true positive, 
TP), specificity (true negative, TN), false posi-
tive (FP), and false negative (FN) rates shown 
in Table 1 along with a prior probability esti-
mate of 10%. 
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A Subjective-Bayes approach to prior probabilities would permit the use of expert 
intuition, random chance, or any other heuristic solution as a prior probability 
estimate. Use of subjective prior information permits the potential use of Bayes’ 
theorem to address different types of problems, but is not without hazard and 
controversy. For example: in the case of a criminal investigation for which the 
investigator feels 99.9% sure a particular suspect is guilty the test result will be 
loaded for a positive outcome regardless if the suspect is innocent. For this reason, 
use of Empirical-Bayes and objective priors may be preferable to Subjective-Bayes.  
 
 What happens when the prior probability is different? 
 
When the prior probability estimate is low it can be expected that the proportion of 
false positive (FP) results is greater than the proportion of true positive (TP) results. 
To simplify discussion and illustration of Bayesian posterior probability calculations, 
data can be shown using a 2x2 table using the expected frequencies for 1000 cases. 
Table 2 shows the results using the test sensitivity (true positive, TP), specificity 
(true negative, TN), false positive (FP), and false negative (FN) rates shown in Table 1 
along with a prior probability estimate of 10%.  
 
Table 2. Table summary of the Bayesian posterior probabilities for N=1000 with prior probability = 10%. 

 

 Guilty(deceptive) Innocent(truthful) Totals* 
(expected 

value) 

Correct 
classifications** 

Posterior 
Probabilities 

Positive(deceptive) .812*.1*1000=81(TP) .144*.9*1000=130(FP) 211 81 .384 
Negative(truthful) .083*.1*1000=9(FN) .717*.9*1000=645(TN) 654 645 .986 

- - - 865 726 .839 
* Column totals do not sum to 1000 because some polygraph examinations results are not statistically significant for 
deception or truth-telling and are therefore inconclusive and unclassifiable. 
** Correct classifications are rounded down to the floor integer. Incorrect classifications are rounded up to the ceiling integer. 
 
When the prior probability of deception is 10% the posterior probability of truth-
telling for negative test results is approaching 99%. In the example shown in Table 
2, 13.5% or 135 of the 1000 cases were inconclusive. Of the 654 cases that 
produced negative results only 9 were errors. However, 130 (61.6%) of the 211 
positive test result were FP errors under the 10% prior probability condition. A 
comparatively low prior probability of 10% can also be referred to as a strong prior 
because of the dominating effect this prior probability has when combined with the 
other information. This has also been referred to as an informative prior for the same 
reason.  
 
What does all of this have to do with re-testing or repeating a polygraph? 
 
Repeated testing practices can include any field practice in which more than one 
polygraph test is conducted on the same examinee. Reasons for the repetition of a 
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When the prior probability of deception 
is 10% the posterior probability of truth-telling 
for negative test results is approaching 99%. 
In the example shown in Table 2, 13.5% or 
135 of the 1000 cases were inconclusive. Of 
the 654 cases that produced negative results 
only 9 were errors. However, 130 (61.6%) of 
the 211 positive test result were FP errors 
under the 10% prior probability condition. A 
comparatively low prior probability of 10% can 
also be referred to as a strong prior because 
of the dominating effect this prior probability 
has when combined with the other informa-
tion. This has also been referred to as an infor-
mative prior for the same reason. 

What Does All of This Have to Do With Re-
Testing or Repeating a Polygraph?

Repeated testing practices can include 
any field practice in which more than one poly-
graph test is conducted on the same examin-
ee. Reasons for the repetition of a polygraph 
examination may vary, but will generally in-
volve the objective of ensuring the accuracy 
or usefulness of the test result. The simplest 
reason for repeating a polygraph examina-
tions is when the probabilistic test result does 
not meet required thresholds for statistical 
significance and so does not support an evi-
dence-based opinion or conclusion. 

Repeated polygraph tests can occur 
in the criminal investigation context when a 
subsequent polygraph test is conducted re-
garding an alleged crime or incident for which 
one or more polygraph tests has already been 
conducted on the same examinee, for exam-
ple: if new information has become available. 
Repeated polygraph tests might also occur in 
circumstances in which attorney makes a re-
ferral for a private polygraph test prior to ad-
vising a client to present oneself for a poly-
graph test conducted by law enforcement 

investigators. Some examinees who undergo 
polygraph screening may be subject to repeat 
testing or re-examination in order to ensure 
that test results, intended for risk manage-
ment, describe the examinee’s truthfulness, 
behavior, or integrity during the recent peri-
od of time. A potential benefit of repeat testing 
is the opportunity to combine the results of 
two polygraph examinations using the laws of 
probability theory13. 

Repeated testing practices can be ob-
served in the successful hurdles approach to 
polygraph screening (Krapohl & Stern, 2003). 
In the successive hurdles context negative re-
sults are considered conclusive while positive 
results from an initial screening test will be 
subject to additional testing before the results 
can be regarded as a basis of information for 
decision or action. In the ideal field practice 
scenario all subsequent testing would be con-
ducted with a different type of test, using dif-
ferent instrumentation and analytic methods. 
The reason for this is that if there is a sys-
tematic (i.e., non-random) cause for testing er-
ror those same conditions could be present at 
both the initial and subsequent examination. 
Use of the same test method (e.g., polygraph 
and polygraph) will mean that both stages of 
testing may have similar vulnerabilities and 
similar potential for error. Use of different test-
ing and analysis methods will mean that the 
two stages of the successive hurdles testing 
model are more likely to present different vul-
nerabilities to potential testing error. 

Results from multiple examinations in 
successive hurdles testing strategies, in which 
two polygraph exams are conducted on a sin-
gle individual, can be combined using Bayes’ 
theorem. As previously indicated, prior prob-
abilities can be derived from several different 
types of information, including surveys, his-
torical records, program evaluation reports, 

13 Paired testing practices – in which polygraph examinations are administered to two opposing witnesses regarding a 
single allegation or incident – can make use of the probability multiplication rule if the examinations are independent 
examiners who are blind to both the case status and the other test result. In the paired testing context it is the issue and 
not the examinee that is tested repeatedly. 
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other scientific studies, professional intuition, 
or even random chance. Results from previous 
testing can also serve as a basis for a prior 
probability estimate to calculate an improved 
probability estimate for the result of a subse-
quent test. This means that results from initial 
polygraph test might be used to improve the 
precision and effectiveness of a subsequent 
polygraph test.

What Happens to Test Accuracy if We 
Conduct Two Examinations on Everyone?

Table 3 shows a 2x2 summary table for 
the first of two examinations using the values 

in Table 1 with N=1000 cases consisting of 

500 guilty and 500 innocent cases14.15  A total 

of 478 cases are expected to produce positive 

results, for which 406 (84.9%) can be expect-

ed to be correct. A total of 400 cases are ex-

pected to produce negative results, for which 

358 (89.5%) can be expected to be correct. As 

shown in Table 3, 764 (87.0%) of the 878 clas-

sifications can be expected to be correct. This 

is similar to the .869 estimate reported by APA 

(2011), as are the 122 inconclusive results 

that make up the 12.2% inconclusive rate.

 Table 4 shows the Bayesian posterior 
probabilities for subsequent polygraphs con-
ducted using the posterior probabilities from 
Table 3 as the prior probabilities for deception 
and truth-telling when the results of the two 
examinations concur. The prior probability of 
deception was increased from 50% to 84.9% 
when re-testing cases that had previously 
produced a deceptive test result. Similarly, a 

truthful test result at an initial exam has sim-

ilarly established a greater prior probability 

that an examinee is actually truthful when re-

testing a case that produced a negative result 

at a previous polygraph test. Results shown in 

Table 4 were calculated with the assumption 

that the results of the two exams are indepen-

dent given the criterion state16. 

14 Guilt and innocence are legal terms that are used here only to differentiate the case status.

15 Though it sometimes occurs that the prior probability is an estimate of an unknown parameter, in this example the 
prior probability is treated as a known prior. 

16 Independence among repeated polygraph test results has not been fully investigated. Repeated polygraph exams may 
or may not be completely independent in the manner of Bernouli trials (i.e., coin tossing). If there is any source of shared 
variance between first and second examination (e.g., characteristics of the examinee in addition to the criterion state) then 
these calculations might represent the upper and lower bounds of the joint probability distribution after the second exam.

13 
 

13 
 

subsequent test. This means that results from initial polygraph test might be used 
to improve the precision and effectiveness of a subsequent polygraph test. 
 
 What happens to test accuracy if we conduct two examinations on 
everyone? 
 
Table 3 shows a 2x2 summary table for the first of two examinations using the 
values in Table 1 with N=1000 cases consisting of 500 guilty and 500 innocent 
cases14.15 A total of 478 cases are expected to produce positive results, for which 
406 (84.9%) can be expected to be correct. A total of 400 cases are expected to 
produce negative results, for which 358 (89.5%) can be expected to be correct. As 
shown in Table 3, 764 (87.0%) of the 878 classifications can be expected to be 
correct. This is similar to the .869 estimate reported by APA (2011), as are the 122 
inconclusive results that make up the 12.2% inconclusive rate.  
 
Table 3. Table summary of Bayesian posterior probabilities for N=1000 with prior probability = 50%. 

 

 Guilty(deceptive) Innocent(truthful) Totals* 
(expected 

value) 

Correct 
classifications** 

Posterior 
Probabilities 

Positive(deceptive) .812*.5*1000=406(TP) .144*.5*1000=72(FP) 478 406 .849 
Negative(truthful) .083*.5*1000=42(FN) .717*.5*1000=358(T

N) 
400 358 .895 

- - - 878 764 .870 
* Column totals do not sum to 1000 because some polygraph examinations results are not statistically significant for 
deception or truth-telling and are therefore inconclusive and unclassifiable. 
** Correct classifications are rounded down to the floor integer. Incorrect classifications are rounded up to the ceiling integer. 
 
Table 4 shows the Bayesian posterior probabilities for subsequent polygraphs 
conducted using the posterior probabilities from Table 3 as the prior probabilities for 
deception and truth-telling when the results of the two examinations concur. The 
prior probability of deception was increased from 50% to 84.9% when re-testing 
cases that had previously produced a deceptive test result. Similarly, a truthful test 
result at an initial exam has similarly established a greater prior probability that an 
examinee is actually truthful when retesting a case that produced a negative result 
at a previous polygraph test. Results shown in Table 4 were calculated with the 
assumption that the results of the two exams are independent given the criterion 
state16.  

                                                
14 Guilt and innocence are legal terms that are used here only to differentiate the case status. 
15 Though it sometimes occurs that the prior probability is an estimate of an unknown parameter, in this example the prior 

probability is treated as a known prior.  
16 Independence among repeated polygraph test results has not been fully investigated. Repeated polygraph exams may or 

may not be completely independent in the manner of Bernouli trials (i.e., coin tossing). If there is any source of shared 
variance between first and second examination (e.g., characteristics of the examinee in addition to the criterion state) 
then these calculations might represent the upper and lower bounds of the joint probability distribution after the second 
exam.  
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As expected, overall decision accuracy 
was observed to be greater when the results 
of the initial and subsequent examination are 
in agreement. Of the 340 positive classifica-
tions at the second exam, 329 (96.8%) can be 
expected to be correct, while 256 (98.5%) of 
the 260 negative classifications are expected 
to be correct. Overall decision accuracy is re-
duced when using concordant results from 
two examinations to classify the test results. 
In the example shown in Table 4 the number 
of FP errors was reduced to 11 (3.2%), and the 

number of FN errors was reduced to 4 (1.5%) 
when a positive or negative classification de-
pends on two concurring examination results. 
Table 4 also indicates that a large proportion 
of cases can be expected to remain unresolved 
by the requirement that the two examinations 
results concur. Unresolved cases will be a 
combination of the 122 cases that produced 
inconclusive results at the initial examination 
plus those cases that produced inconclusive 
results at the subsequent test, plus all cases 
for which the two test results did not concur. 

14 
 

14 
 

 
As expected, overall decision accuracy was observed to be greater when the results 
of the initial and subsequent examination are in agreement. Of the 340 positive 
classifications at the second exam, 329 (96.8%) can be expected to be correct, while 
256 (98.5%) of the 260 negative classifications are expected to be correct. Overall 
decision accuracy is reduced when using concordant results from two examinations 
to classify the test results. In the example shown in Table 4 the number of FP errors 
was reduced to 11 (3.2%), and the number of FN errors was reduced to 4 (1.5%) 
when a positive or negative classification depends on two concurring examination 
results. Table 4 also indicates that a large proportion of cases can be expected to 
remain unresolved by the requirement that the two examinations results concur. 
Unresolved cases will be a combination of the 122 cases that produced inconclusive 
results at the initial examination plus those cases that produced inconclusive 
results at the subsequent test, plus all cases for which the two test results did not 
concur.  
 
Table 4. Table summary of Bayesian posterior probabilities for subsequent examination results that 
concur with the initial test result using the posterior results from an initial examination (shown in Table 
3) as the prior probability.  

 

 Guilty(deceptive) Innocent(truthful) Totals 
(expected 

value) 

Correct 
classifications* 

Posterior 
Probabilities 

Positive 812*.849*478=329(TP) .144*.151*478=11(FP) 340 329 .968 
Negative .083*.105*400=4(FN) .717*.895*400=256(TN) 260 256 .985 

- - - 600 585 .975 
* Correct classifications are rounded down to the floor integer. Incorrect classifications are rounded up to the ceiling integer. 
 
Table 5 shows the posterior probabilities when all results from the second 
examination are included in the analysis regardless of whether or not they concur 
with the results of the initial examination. Of the 879 conclusive results, 672 
(86.7%) can be expected to be correct with 121 (12.1%) cases inconclusive at the 
second examination. These results are within rounding error of the posterior 
probability for a single exam (shown in Table 3).  
 
 
 
 
 
 
 
 
 
 
 

Table 5 shows the posterior probabil-
ities when all results from the second exam-
ination are included in the analysis regardless 
of whether or not they concur with the results 
of the initial examination. Of the 879 conclu-

sive results, 672 (86.7%) can be expected to 
be correct with 121 (12.1%) cases inconclusive 
at the second examination. These results are 
within rounding error of the posterior proba-
bility for a single exam (shown in Table 3). 
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Table 5. Table summary of Bayesian posterior probabilities for subsequent examinations, using the 
results from Table 3 as the prior probability estimate, including test results that do not concur with the 
initial result.  

 

 Guilty(deceptive) Innocent(truthful) Totals 
(expected 

value) 

Correct 
classifications* 

Posterior 
Probabilities 

Positive 812*.849*478=329(TP) .144*.151*478=11(FP) 340 329 .968 
Negative .083*.105*400=4(FN) .717*.895*400=256(TN) 260 256 .985 
Positive .812*.105*400=34(TP) .144*.895*400=52(FP) 86 34 .395 
Negative .083*.849*478=34(FN) .717*.151*478=52(TN) 86 52 .605 
Positive .812*.105*500=42(TP) .144*.139*500=11(FP) 53 42 .792 
Negative .083*.105*500=5(FN) .717*.139*500=49(TN) 54 49 .907 

- - - 879 672 .867 
* Correct classifications are rounded down to the floor integer. Incorrect classifications are rounded up to the ceiling integer. 
 
There were 43 FN errors, which was 8.6% of the 500 guilty cases, along with 74 FP 
errors, 14.8% of the 500 innocent cases, when using all results from the second 
examination. Excluding the 122 inconclusive cases that produced inconclusive 
results at the first examination resulted in 772 conclusive results for which 671 
(86.9%) can be expected to be correct. No increase in decision accuracy can be 
expected when conducting two examinations unless the test results concur for the 
two examinations.  
 
In practice, working at the level of the individual examinee, a requirement for two 
concordant exam results must be made in advance of the test administration and 
test data analysis. Otherwise the results of the first examination are at risk for 
influencing decisions about how to manage and prioritize test accuracy, and the 
effect can be a subsequent manipulation of test accuracy outcomes. When the 
deceptive and truthful classifications are made only when the results of the two 
examinations concur the result can be a substantial increase in decision accuracy. 
Another obvious practical issue is that achievement of high accuracy by requiring 
two concurring examination results will effectively double the costs of testing in 
terms of personnel, time, financial and physical resources. 
 
 What happens when retesting inconclusive results from the initial exam? 
 
Results from re-testing the 122 cases that are expected to produce inconclusive 
results at the initial examination are included in Table 5. Of the 54 expected truthful 
classifications at the second examination following a previously inconclusive result 
49 (90.7%) are expected to be correct with 5 (9.3%) FN errors. For the 53 expected 
deceptive classifications following a previously inconclusive result 42 (79.2%) can be 
expected to be correct with 11 (20.8%) FP errors. Decisions, not including 
inconclusive results, for guilty cases resulted in 42 (89.4%) correct of 47 
classifications, and 5 (10.6%) FN errors. For innocent cases there were 49 (81.7%) 
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There were 43 FN errors, which was 
8.6% of the 500 guilty cases, along with 74 
FP errors, 14.8% of the 500 innocent cases, 
when using all results from the second exam-
ination. Excluding the 122 inconclusive cas-
es that produced inconclusive results at the 
first examination resulted in 772 conclusive 
results for which 671 (86.9%) can be expected 
to be correct. No increase in decision accuracy 
can be expected when conducting two exam-
inations unless the test results concur for the 
two examinations. 

In practice, working at the level of the 
individual examinee, a requirement for two 
concordant exam results must be made in ad-
vance of the test administration and test data 
analysis. Otherwise the results of the first ex-
amination are at risk for influencing decisions 
about how to manage and prioritize test accu-
racy, and the effect can be a subsequent ma-
nipulation of test accuracy outcomes. When 
the deceptive and truthful classifications are 
made only when the results of the two exam-
inations concur the result can be a substan-
tial increase in decision accuracy. Another 
obvious practical issue is that achievement 
of high accuracy by requiring two concurring 
examination results will effectively double the 
costs of testing in terms of personnel, time, 
financial and physical resources.

What Happens When Retesting Inconclusive 
Results from the Initial Exam?

Results from re-testing the 122 cases 
that are expected to produce inconclusive re-
sults at the initial examination are included in 
Table 5. Of the 54 expected truthful classifi-
cations at the second examination following a 
previously inconclusive result 49 (90.7%) are 
expected to be correct with 5 (9.3%) FN errors. 
For the 53 expected deceptive classifications 
following a previously inconclusive result 42 
(79.2%) can be expected to be correct with 11 
(20.8%) FP errors. Decisions, not including in-
conclusive results, for guilty cases resulted in 
42 (89.4%) correct of 47 classifications, and 
5 (10.6%) FN errors. For innocent cases there 
were 49 (81.7%) correct of 60 classifications 
and 11 (18.3%) FP errors. Of the 53 positive 
classifications, 42 (79.2%) were correct, while 
49 (90.7%) of 54 negative classifications were 
correct when retesting previously inconclu-
sive cases. Fifteen cases, 12.3% of the previ-

ously inconclusive cases remained inconclu-
sive after the second test. This was 1.5% of 
the original 1000 cases. Overall, 91 (85.0%) of 
107 conclusive results were correct when in-
conclusive cases were re-tested. For practical 
purposes, test accuracy at the second exam-
ination can be expected to be the same as for 
the initial examination if all test results are to 
be considered. 

What Happens if We Do the Second Test 
Only After a Positive Result at the First 
Test?

A possible alternative to the cost of con-
ducting two polygraph tests on every examinee 
will be to conduct a subsequent examination 
only following a positive result at the initial ex-
amination. This type of testing strategy may 
be useful in polygraph screening programs in 
which the results of polygraph screening tests 
are indicative of a possible problem but are 
not of themselves sufficient as a sole basis for 
action. Negative test results in this scenario 
would simply be accepted at the known level of 
precision for a single examination. FN errors 
could be constrained through the selection of 
probability cut-scores and decision rules that 
constrain errors to within an established tol-
erance. 

Table 6 shows the posterior probabili-
ty for deceptive test results when testing only 
those persons that do not pass the initial ex-
amination (shown in Table 3). As shown earli-
er, 340 positive test results can be expected of 
the 478 cases that produced positive results at 
the initial examination, for which 329 (96.8%) 
can be expected to be were correct. The FP 
rate has been reduced to 11 cases (3.2%). 

A total of 85 (17.8%) negative results 
are expected when retesting the 478 cases 
that are expected to produce positive results 
at the initial exam. If negative results at the 
second examination are used to make truthful 
classifications following an initial positive test 
result the effect will be a reduction in overall 
decision accuracy. Only 51 (60.0%) of 85 neg-
ative results are expected to be correct, with 
34 (40.0%) FN errors. Of the 478 cases that 
are expected to produce positive results at the 
initial exam, 53 (11.1%) cases are expected 
to produce inconclusive results at the second 
exam. Of the 425 non-inconclusive results 
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at the second examination, 380 (89.4%) can 
be expected to be correct when retesting only 
those cases that produced positive results at 
the first exam. 

Positive test results that concur with 
the initial positive test result can be expected 
to have greater accuracy than positive results 
from the initial exam. However, negative test 
results that do not concur with the initial test 
results can be expected to have lower accu-
racy. Retesting cases that produce positive 
results at an initial exam can be expected to 
reduce FP errors, but can also increase FN 
classification errors if negative classifications 
are made when the results of the second exam 
do not concur with positive results from the 
initial exam result. 

What Happens When We Retest only When 
Someone Passes the First Test?

Table 7 shows the expected results 
when retesting only those cases that produce 
negative (i.e., truthful) test results. A total of 
the 345 conclusive results are expected at the 
second examination, for which (84.1%)  are ex-
pected to be correct. Of the 259 cases for which 
an initial negative test result is followed by a 
subsequent negative test result 256 (98.8%) 
of the results are expected to be correct with 
3 (1.2%) FN errors. For the 86 cases that are 
expected to produce positive test results when 
retesting case that had previously produced a 
negative test result 34 (39.5%) can be expected 
to be correct along with 52 (60.5%) FP errors.

16 
 

16 
 

correct of 60 classifications and 11 (18.3%) FP errors. Of the 53 positive 
classifications, 42 (79.2%) were correct, while 49 (90.7%) of 54 negative 
classifications were correct when retesting previously inconclusive cases. Fifteen 
cases, 12.3% of the previously inconclusive cases remained inconclusive after the 
second test. This was 1.5% of the original 1000 cases. Overall, 91 (85.0%) of 107 
conclusive results were correct when inconclusive cases were re-tested. For practical 
purposes, test accuracy at the second examination can be expected to be the same 
as for the initial examination if all test results are to be considered.  
 
What happens if we do the second test only after a positive result at the first 

test? 
 
A possible alternative to the cost of conducting two polygraph tests on every 
examinee will be to conduct a subsequent examination only following a positive 
result at the initial examination. This type of testing strategy may be useful in 
polygraph screening programs in which the results of polygraph screening tests are 
indicative of a possible problem but are not of themselves sufficient as a sole basis 
for action. Negative test results in this scenario would simply be accepted at the 
known level of precision for a single examination. FN errors could be constrained 
through the selection of probability cut-scores and decision rules that constrain 
errors to within an established tolerance.  
 
Table 6 shows the posterior probability for deceptive test results when testing only 
those persons that do not pass the initial examination (shown in Table 3). As shown 
earlier, 340 positive test results can be expected of the 478 cases that produced 
positive results at the initial examination, for which 329 (96.8%) can be expected to 
be were correct. The FP rate has been reduced to 11 cases (3.2%).  
 
Table 6. Table summary of Bayesian posterior probabilities for subsequent examination results that 
concur with the initial test result using the posterior results from an initial examination (shown in Table 
3) as the prior probability estimate.  

 

 Guilty(deceptive) Innocent(truthful) Totals 
(expected 

value) 

Correct 
classifications

** 

Posterior 
Probabilities 

Positive .812*.849*478=329(TP) .144*.151*478=11(FP) 340 329 .968 
Negative .083*.849*478=34(FN) .717*.151*478=51(TN) 85 51 .600 

- - - 425 380 .894 
* Correct classifications are rounded down to the floor integer. Incorrect classifications are rounded up to the ceiling integer. 
 
A total of 85 (17.8%) negative results are expected when retesting the 478 cases that 
are expected to produce positive results at the initial exam. If negative results at the 
second examination are used to make truthful classifications following an initial 
positive test result the effect will be a reduction in overall decision accuracy. Only 51 
(60.0%) of 85 negative results are expected to be correct, with 34 (40.0%) FN errors. 
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Of the 478 cases that are expected to produce positive results at the initial exam, 53 
(11.1%) cases are expected to produce inconclusive results at the second exam. Of 
the 425 non-inconclusive results at the second examination, 380 (89.4%) can be 
expected to be correct when retesting only those cases that produced positive results 
at the first exam.  
 
Positive test results that concur with the initial positive test result can be expected 
to have greater accuracy than positive results from the initial exam. However, 
negative test results that do not concur with the initial test results can be expected 
to have lower accuracy. Retesting cases that produce positive results at an initial 
exam can be expected to reduce FP errors, but can also increase FN classification 
errors if negative classifications are made when the results of the second exam do 
not concur with positive results from the initial exam result.  
 
 What happens when we retest only when someone passes the first test? 
 
Table 7 shows the expected results when retesting only those cases that produce 
negative (i.e., truthful) test results. A total of the 345 conclusive results are expected 
at the second examination, for which (84.1%)  are expected to be correct. Of the 259 
cases for which an initial negative test result is followed by a subsequent negative 
test result 256 (98.8%) of the results are expected to be correct with 3 (1.2%) FN 
errors. For the 86 cases that are expected to produce positive test results when 
retesting case that had previously produced a negative test result 34 (39.5%) can be 
expected to be correct along with 52 (60.5%) FP errors.  
 
Table 7. Table summary of Bayesian posterior probabilities for subsequent examinations using the 
posterior results from an initial examination (shown on Table 2) as the prior probability estimate.  

 

 Guilty(deceptive) Innocent(truthful) Totals 
(expected 

value) 

Correct 
classifications 

Posterior 
Probabilities 

Positive .812*.105*400=34(TP) .144*.895*400=52(FP) 86 34 .395 
Negative .083*.105*400=3(FN) .717*.895*400=256(TN) 259 256 .988 

- - - 345 290 .841 
 
Of the 400 cases that are expected to produce negative results at the initial exam, 
55 (13.8%) can be expected to produce inconclusive results at the subsequent test, 
and 86 (21.5%) positive results are expected. If positive results at the second 
examination are used to make deceptive classifications following an initial negative 
test result, only 34 (39.5%) of 86 positive results are expected to be correct, with 52 
(60.5%) FP errors. Of the 345 non-inconclusive results at the second examination, 
290 (80.1%) can be expected to be correct when retesting only those cases that 
produced negative results at the first exam.  
 
Negative test results that concur with the initial negative test result can be expected 
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 Of the 400 cases that are expected to 
produce negative results at the initial exam, 
55 (13.8%) can be expected to produce incon-
clusive results at the subsequent test, and 86 
(21.5%) positive results are expected. If posi-
tive results at the second examination are used 
to make deceptive classifications following an 
initial negative test result, only 34 (39.5%) of 
86 positive results are expected to be correct, 
with 52 (60.5%) FP errors. Of the 345 non-in-
conclusive results at the second examination, 
290 (80.1%) can be expected to be correct 
when retesting only those cases that produced 
negative results at the first exam. 

Negative test results that concur with 
the initial negative test result can be expected 
to have greater accuracy than negative results 
from the initial exam. However, positive test 
results that do not concur with the initial test 
results can be expected to have lower accu-
racy. Retesting cases that produce negative 
results at an initial exam can be expected to 
reduce FN errors, but can also increase false 
positive classification errors if positive classifi-
cations are made when the results of the sec-
ond exam do not concur with negative results 
from the initial exam result. 

Summary

Results described herein are a math-
ematical description of the Bayesian poste-
rior probabilities that can be expected using 
test accuracy characteristics reported by APA 
(2011) as shown in Table 1. Table 2 shows the 
pattern of results that can be expected when 
testing under a relatively low prior probabil-
ity, also referred to as an informative prior 
or strong prior because of the strong effect it 
has when combined with the information ex-
tracted from the test data. As shown in Ta-
ble 3, different prior probabilities will lead to 
different posterior probabilities. Tests are of-
ten conducted under a uniform or weak pri-
or probability when there is little information 
available to describe our knowledge before the 
test. Test accuracy characteristics under the 
uniform prior are not different from the avail-
able descriptive information that summarizes 
test sensitivity, specificity, FP and FN errors, 
and the resulting level precision that can be 
achieved by the test. A uniform prior is not 
necessarily uninformative since it is equiva-

lent to interviewing one of two suspects, one of 
which must be guilty.

What Can Be Learned About Prior and 
Posterior Probabilities of Polygraph Test 
Results?

Firstly, observed accuracy of tests con-
ducted when the prior probability is low can 
be expected to differ from the observed accu-
racy under the uniform prior probability. It 
can be expected that the proportion of FP re-
sults can exceed the proportion of TP results 
whenever the expected FP rate exceeds the 
prior probability or incidence rate. To ensure 
outcomes for which the TP frequency exceeds 
the FP frequency it may be useful to select test 
target issues for which the prior probability or 
incidence rate exceeds the test FP rate. Alter-
natively, selecting a decision threshold that 
constrains the FP error rate to a level less than 
the prior probability can also ensure a greater 
proportion of TP than FP results. As a gener-
al principle, the FP rate well tend to be high 
whenever the prior probability is low. 

Results shown in Table 3 show that the 
use of a uniform prior probability of 50% can 
be expected to yield results that are similar 
those obtained through frequentist inference. 
Table 4 shows the improvement in the posteri-
or probability and decision accuracy that can 
be observed when the results of two examina-
tions concur. Decision accuracy in this exam-
ple exceeded 97% for concordant results.

Table 5 shows that overall decision ac-
curacy for subsequent polygraphs can be ex-
pected to be in the expected range of accuracy 
for a single examination when classifications 
are based on all results from the second ex-
amination regardless of whether they con-
cur with the results from the first test. This 
is not surprising, because consideration of all 
test results from the second examination, re-
gardless of whether they concur with the first 
examination is, for practical purposes relying 
singularly only on the results of the second 
examination. There is virtually no increase 
in overall test accuracy unless the analysis is 
limited to subsequent test results that concur 
with the initial test result, though the propor-
tions of FP and FN errors can be expected to 
change. This may have important implications 
for polygraph screening programs in that sub-
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stantial increases in test precision may be 
achieved only when the results concur across 
successive examinations. Another important 
practical consideration is that conducting two 
polygraph examinations on every person can 
be expected to effectively double the cost and 
time of testing. 

The expected pattern of posterior prob-
abilities when re-testing a case that previous-
ly produced an inconclusive test result is also 
shown in Table 5. These results show that 
more FP than FN errors can be when re-test-
ing inconclusive cases, though decision accu-
racy can be expected to be greater for negative 
results than for positive results.

Table 6 shows the pattern of results 
that can be expected when retesting only those 
cases that produce positive results at the ini-
tial examination. Accuracy of positive clas-
sifications can be expected to increase when 
these are made for only those cases for which 
the two tests produce concordant positive re-
sults. Retesting positive results can also be ex-
pected to reduce FP errors, but only when the 
results concur for the first and second exam. 
The FP error rate in this example was 3.2%. Of 
concern to some will be the fact that FN errors 
may be increased (to 40.0% in this example) 
when negative results, following an initial pos-
itive test results, were used to classify the test 
result. 

This has important implications for 
target selection in polygraph screening pro-
grams, in that it may be useful to identify and 
investigate higher base rate behaviors, as the 
resulting posterior probability estimates can 
have greater precision. Investigation of higher 
base-rate behaviors will also allow for inter-
vention and risk management efforts at the 
level of smaller and more common problems 
that are more easily resolved. This will be in 
contrast to attempting to resolve high cost, low 
incidence problems, for which prior probabili-
ty estimates can lead to lower precision of the 
test result. Depending on the relationship risk 
level and economic cost per incident, and if 
rare but high risk activity can be characterized 
as a progression from low risk activities, then 

effective risk management of lower risk prob-
lems may reduce the incidence rate further for 
more rare and costly high risk problems that 
may be more difficult or impossible to fully 
correct. 

The pattern of results that can be ex-
pected when retesting only negative test re-
sults is shown in Table 7. Accuracy of negative 
classifications was shown to increase when 
these are made only for those cases for which 
the results of the two exams concur. Retesting 
negative test results can be expected to reduce 
FN errors. In this example the FN error rate 
was reduced to 1.2%. However, decision accu-
racy for positive results, when retesting only 
those case for which first test result was nega-
tive, was only 39.5%. 

To summarize:

•	 When the prior probability is low 
the false positive FP error rate will 
be high.

•	 Overall decision accuracy will be 
increased only when classifica-
tion of deception or truth-telling is 
based on two concordant examina-
tion results. 

•	 Retesting deceptive results will re-
duce FP errors when the results 
concur, but does not increase over-
all accuracy when results do not 
concur.

•	 Retesting truthful results will re-
duce FN errors when the results 
concur, but does not increase over-
all accuracy when results do not 
concur.

•	 Negative results following a posi-
tive result on the same examinee 
will have a higher probability of FN 
error.

•	 Positive results following a negative 
results will have a higher probabil-
ity of FP error.

•	 Retesting previously inconclusive 
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results can provide overall accura-
cy similar to a single exam, though 
truthful classifications may be 
somewhat more accurate than de-
ceptive classifications. 

What Are the Limitations of this Analysis?

The most obvious limitation to this 
analysis is that it is limited to a mathemati-
cal example, though mathematical examples 
can be highly useful and informative because 
they require us to declare our knowledge and 
assumptions and then allow us to focus sole-
ly on the probability problems themselves, In 
this analysis, all testing errors are regarded as 
random variables, meaning that each case is 
arbitrarily assumed to have the same poten-
tial for error as all other cases. If there exists 
some systematic cause or causes - in terms of 
examinee psychology, physiology, or sophisti-
cated subterfuge - that contribute to testing 
error for some cases, then those same causes 
might be present for those cases at both the 
first and second polygraph test. In the ana-
lytic contexts, systematic variables are often 
modeled and studied as random variables17. It 
is reasonable to assume that both systematic 
and random errors are included in the avail-
able data that anchor our existing knowledge 
base for polygraph test accuracy. It will be im-
portant to continue to study and analyze the 
effects of repeated testing and to compare this 
analysis with laboratory and field sampling 
data. 

Another limitation of this analysis is 
that these examples have addressed repeated 
testing with a sample of cases. This analysis 
has not demonstrated the computationally 
similar practice of computing posterior results 
for repeated testing of an individual examin-
ee. At the individual case level, a decision to 
conduct a second or subsequent examination, 
if influenced by the results of the initial exam-
ination, is not independent of the test result. 
This is similar to confessions that are obtained 

as a result of additional questioning that is 
prompted by a polygraph test result. This lim-
itation could be avoided by re-testing every ex-
aminee regardless of the test result. 

There may be economic and practical 
costs to field practice polices that involve con-
ducting two examinations on every person. It 
may possible to reduce economic and resource 
demands by identifying and selecting high-val-
ue or high-interest cases for re-examination 
regardless of the initial test result. Regardless 
of whether the initial test result is or is not 
the causal condition for a second polygraph 
test, a second test on the same examinee will 
suffer from a second, more obvious, non-in-
dependence limitation. Multiple examinations 
on the same examinee can be expected to have 
a shared source of response variance: the ex-
aminee. If there is some systematic cause, in 
terms of examinee psychology, physiology, or 
sophisticated subterfuge, that would cause a 
polygraph examination to be incorrect then it 
is possible that the same condition could exist 
for a subsequent polygraph test. 

Finally, this analysis includes no utili-
ty function. A utility function could be used to 
compute a preferred conclusion that maximiz-
es an expected utility objective (e.g., reduced 
economic costs associated with operational 
disruption) with respect to the combination of 
the conditional posterior probability and the 
pragmatic costs associated with different types 
of classification error. At present, utility value 
is managed either heuristically or intuitively 
or conveniently through field practice policies 
and program policies that reflect operational 
objectives, though not through quantification 
and analysis of the economic or practical val-
ue of polygraph test results or costs associ-
ated with testing errors. Use of a mathemati-
cal or probabilistic utility function could help 
to reduce the influence of subjective decision 
making and might also illustrate the potential 
costs and benefits associated with application 
of different polygraph policy and practice solu-
tions. 

17 For example: traffic patterns can be modeled and studied as an interaction of random variables including changes 
in changes vehicle density, velocity and direction, along with other factors, though in reality, the action or behavior or 
individual cases (vehicles) is not random and is determined by systematic causes related to time, destination and task 
objectives.
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What Are the Limitations Associated with 
Bayesian Statistics?

One limitation of Bayesian analysis 
is that it requires the explicit declaration of 
an input parameter that is often unknown – 
the prior probability. Sometimes very little is 
known about the prior. Prior probability esti-
mates can seem to be subjective or arbitrary 
at times when there is little information avail-
able. Although a uniform prior can be used to 
reduce subjectivity and achieve a more objec-
tive outcome, prior probabilities, in field set-
tings, can vary quite widely from 50%.  When 
available information can only bluntly imply 
a low or high prior probability, then a Subjec-
tive-Bayes approach might set the prior proba-
bility at 90%, 10%, 75% 25%, or any other ac-
ceptable and useful prior probability estimate. 
However, there may be objection to the use of 
subjective prior information that can have a 
strong effect on outcomes. Most importantly, 
different prior probabilities can lead to differ-
ent posteriori probabilities. Empirical-Bayes 
methods can be used to estimate the prior 
probability distribution if data are available. 
It is also possible, when doing Bayesian anal-
ysis, to evaluate the observed data against ei-
ther a central estimate of the prior probability, 
or against the upper or lower limit of the es-
timated range of possible prior probabilities. 
Data can also be evaluated against a range of 
prior probabilities. The Information Gained In-
dex (Handler, Honts & Nelson, 2013; Honts & 
Schweinle, 2009; Wells & Olson, 2002) is an 
example of such an approach, when the pre-
cision of a test is evaluated against a range of 
possible prior probabilities. 

A requirement for the specification of 
an input parameter is not unique to Bayes-
ian analysis. Both Bayesian and frequentist 
statistics require the explicit declaration of 
some a priori information: either an assumed 
prior probability or a tolerance for error. Simi-
larly, both Bayesian and frequentist statistics 
prompt the specification in advance of what 
are the different possible hypothesis or con-
clusions that might be supported by the data 
or evidence from a test or experiment. Both 
Bayesian and frequentist results can be de-

scribed in terms of probabilities that also can 
be interpreted categorically according to spec-
ified rules. As mentioned previously, Bayesian 
and frequentist statistical methods can lead to 
similar results under some circumstances. 

Another limitation or criticism of 
Bayesian analysis is that in assigning a prior 
probability value it treats hypothesis or con-
clusions as probability events when, in reality, 
they are either correct or incorrect. The same 
criticism can be leveled against the assignment 
of conditional probability values for deception 
and truth-telling. Philosophical subtleties 
notwithstanding, statements are either factu-
ally true or factually false. Complexity arises 
herein because of the desire to make scientific 
(i.e., testable and falsifiable) statements about 
some phenomena that is not, of itself, avail-
able for direct observation of the facts or for 
linear measurement. Quantification of amor-
phous phenomena is an inherently probabilis-
tic endeavor, and all test results are ultimately 
probability statements. 

A Bayesian approach is explicitly 
probabilistic in that everything measured is 
a probability, including whether a hypothesis 
or conclusion is correct. The prior probability 
assigned to a hypothesis or conclusion mere-
ly expresses, in the Empirical-Bayes context, 
our extant knowledge and evidence about the 
prior probability or, in the context of Subjec-
tive-Bayes, our degree of subjective confidence 
that the hypothesis or conclusion is correct. 

The goal of Bayesian analysis is to up-
date a prior probability conditional on the ob-
served data. Bayesian probability statements 
about truth and deception are an attempt to 
answer the following question: what can be 
reasonably said, based on replicable analy-
sis of available information, about the level of 
confidence or degree of belief that can be as-
signed to our conclusion about deception or 
truth-telling regarding the investigation target 
issue? Of course, probability statements of any 
type may have the potential to be less socially 
and emotionally impressive than more sub-
jective statements that convey a false sense of 
certainty. But probability statements are in-
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herently more reproducible and realistic than 
statements based on persona and bravado if 
they are based on sound testing theory and 
sound mathematics.

What Potential Hazards Exist with Repeated 
Polygraph Testing?

Among the most obvious of  hazards, 
when repeating a polygraph test or re-testing 
an examinee, will be the simplistic error of 
attempting to assume that the results of one 
polygraph can be taken to confirm or validate 
the results of another polygraph. Results of 
a second polygraph test cannot be taken to 
confirm a previous polygraph result because 
two polygraph tests on a single individual, 
conducted with the same basic methodology 
and instrumentation, may be expected have 
the same vulnerabilities to potential error for 
that individual. Confirmation of a polygraph 
test result must be independent of the poly-
graph test result. More broadly, test validity 
is a broader set of scientific concerns that is 
not demonstrated at the level of the individual 
case. [See Nelson (2016) for a brief description 
of different types of validity and their practical 
application to the polygraph context.] 

Criterion validity or predictive valid-
ity, referring to how effectively a test classi-
fies or predicts the phenomena of interest, 
is a scientific matter involving both research 
and replication. For practical purposes valid-
ity of a test can be demonstrated when it sat-
isfies some basic requirements: a) the testing 
procedure makes correct use of some theory 
about how the universe and reality work, b) 
the testing procedure results in correct clas-
sification and prediction at rates greater than 
can be achieved by chance, and c) probabi-
listic inferences produce probability coverage 
estimates that are reasonably close to what 
is observed in real-world data. Validity of the 
polygraph test will therefore be a matter of: a) 
whether the hypothesis is correct or incorrect 
that recordable differences occur in physiolog-
ical activity in response to different types of 
test stimuli, b) whether the testing procedure 
can actually record and make use of those 
difference to compute a probability estimate 
that can be used to make more effective clas-
sifications of deception and truth-telling than 
could be achieved by chance, and c) whether 
the estimated proportion of correct and incor-

rect deceptive and truthful classification can 
be shown, over time, to be reasonably close to 
that observed in real world data.

A similar hazard will be to assume that 
a confession can confirm a polygraph test re-
sult. This is incorrect because confirmation of 
a scientific test result must be based on infor-
mation that is independent of the test result. 
Confessions obtained following a polygraph 
test are, in part, dependent on the polygraph 
test result if the decision to pursue a confes-
sion is triggered by the polygraph test result. 
Again, confirmation of a polygraph test result 
must be independent of the polygraph test re-
sult. In actuality, it always occurs that some 
tests results are correct, and some are incor-
rect. The issue of concern here is the probabi-
listic margin of error or level of confidence that 
can be attributed to the test result. 

The limitations associated with mak-
ing attributions about test effectiveness based 
primarily on actions that are prompted by the 
test result becomes more obvious when con-
sidering what happens when only positive 
test results are subject to further action. In 
that case FN errors may be less likely to be 
confirmed because the examinee may not be 
subject to further questioning and additional 
testing. FP errors will be decreased when the 
two test results concur, with no reduction in 
FN errors. Instead, if negative results are ac-
cepted after the second test there will be an 
increase in FN errors. The net effect will be a 
distorted understanding of FP and FN rates. 
A potential solution towards reducing FN er-
rors might be to subject every examinee to ad-
ditional questioning after first the polygraph 
exam regardless of the test result, or to ques-
tion an individual based on the subjective in-
tuition of an expert examiner, but this would 
be to reduce the polygraph test to pseudosci-
entific event  – a bogus-pipeline prop (Jones & 
Sigall, 1971). For practical purposes there is 
great value in confessions. It is important to 
remember that the purpose of a confession is 
not to validate or confirm a test result but to 
assist in the investigation or risk management 
efforts of the referring professional or referring 
agency. 
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A practical purpose of a scientific test 
for deception and truth-telling is, in part, to 
provide information about which individuals 
are likely to have or not have information to 
confess. Similarly, results from an initial poly-
graph inform us of the degree to which the ex-
aminee is likely to produce positive or negative 
results at a second polygraph test. The poste-
rior probability associated with the results of 
a second polygraph test are conditional on the 
results of the first polygraph test. It will serve 
the goals of the polygraph profession, and the 
goals of the agencies, communities and coun-
tries served by the polygraph profession if field 
examiners become more familiar with and pre-
pared to make use of Bayesian inference. 

There may be concern that retesting 
without additional information will amount to 
a form of collusion with an examinee’s claim 
that a test result is incorrect. This concern will 
be perceived as most acute when there is a 
desire or impulse to naively regard the poly-
graph test result as infallible. In that case, 
any acknowledgement of the potential for er-
ror might be perceived as a threat to the valid-
ity or legitimacy of the polygraph test. These 
concerns can be reduced substantially by 
simply remembering that scientific tests are 
needed and used whenever perfect determin-
istic solutions (i.e., immune to random chance 
and immune to human choice or behavior) do 
not exist, and when direct physical or linear 
measurement is not possible. Bayesian meth-
ods, because they are inherently probabilis-
tic, may help. Concerns about collusion are 
further reduced or eliminated when decisions 
to conduct subsequent tests are regulated by 
field practice policy and not subjective or in-
dividualized decision. For practical purposes, 
to deny or refuse a second examination sim-
ply because there is no new information will 
be to eliminate an opportunity to use Bayes’ 
theorem to optimize operational objectives and 
reduce FP or FN errors. Caution must be ex-
ercised, however, when the results of the two 
examinations are not concordant. 

There is important concern, though lit-
tle actual evidence, that practice effects might 
interfere with the effectiveness or precision of 

test results when conducting repeated poly-
graph tests on the same individual. Poten-
tial practice effects associated with retesting 
might include an unknown potential for ha-
bituation or sensitization to the test stimuli, 
with corresponding unknown changes in the 
potential for FP or FN errors. Ben-Shakhar  
and Gati (2003) observed within test habitu-
ation of electrodermal responses but did not 
describe its effect on the discrimination of 
deception and truth-telling. Elaad, & Ben-
Shakhar, (1997) had previously reported effec-
tive discrimination with up to 12 repetitions 
of the test stimuli. Shortly thereafter, Ben-
Shakhar and Elaad (1999) reported effective 
discrimination using sequential presentation 
of 12 different target stimuli. Lieblich, Nafta-
li, Shumueli, and Kugelmass (1974) failed to 
find any adverse effect of within test habitu-
ation, and showed that repeating a question 
stimulus sequence up to 10 times can reduce 
classification errors. Similarly, Nakayama and 
Kizaki (1990) found observable differences in 
physiological activity in response to test tar-
get stimuli using up to nine presentations of 
a sequence of test stimulus questions, though 
they also described enhanced differences with 
the first exposure to the stimuli. Differences in 
the first presentation of test stimuli were also 
observed by Grimsley and Yankey (1994). 

Most research on habituation has ad-
dressed only within-test habituation, though 
Dollins, Cestaro and Petit (1998) reported 
that differences in physiological responses to 
different stimuli persisted when examinees 
were subject to re-examination after a period 
of six days. Another limitation to the existing 
knowledge base on habituation to polygraph 
test stimuli is that virtually all studies have 
involved the concealed information test (Lyk-
ken, 1959; Krapohl, McCloughan & Senter, 
2009) and not the comparison question test. 
Although the physiological recording sensors 
and recorded physiological responses are vir-
tually identical for these two different poly-
graph testing paradigms, the degree to which 
habituation effects differ for these two testing 
paradigms remains a matter of conjecture. No 
publications were found describing sensitiza-
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tion effects as a result of repeated testing or 
repeated presentation of test stimuli. 

Repeated testing practices are not un-
common in field practices settings that make 
use of the comparison question test.  Although 
there is presently no known pattern of predict-
able problem associated with these practices, 
continued research is needed in this area. In 
practice, it remains the responsibility of the 
examiner at each examination to conduct the 
polygraph interview, data collection, and test 
data analysis in an objective manner that 
will ensure the integrity and effectiveness of 
the test regardless of the number of previous 
polygraphs an examinee may have complet-
ed. Apart from the effects of psychological or 
physiological habituation, probability theory 
informs us that re-testing positive results will 
reduce FP errors when the test results concur, 
but will increase FN errors if negative classi-
fications are made following the initial posi-
tive test result. Similarly, re-testing negative 
results will reduce FN errors when the test 
results concur, but will increase FP errors if 
positive classifications are made following the 
initial negative result. 

Finally, results from re-examinations 
under conditions where the examiner is not 
blind to the initial test result may be at risk 
for bias or influence. This hazard may be 
greatest when the second examination is con-
ducted by the same examiner. Risk for retest 
bias may be exacerbated through the use of 
polygraph techniques that depend more heav-
ily on the persona and personal involvement 
of the examiner as these will inherently rely 
more heavily on subjective judgment at the 
time of test administration and test data anal-
ysis. This potential may be reduced through 
the use of the more highly standardized direct-
ed-lie testing formats, through automation of 
the test administration, and through automat-
ed algorithmic analysis of test data. The supe-
riority of structured algorithmic testing meth-
ods over subjective clinical methods has been 
known since Meehl (1954), and the potential 
problems with subjective testing and analysis 
methods have been discussed since Nunnally 
(1978). 

What Does All of this Suggest About 
Recommended Best Practices for Repeated 
Polygraph Testing? 

Because testing goals and objectives 
are always formulated in context, and are al-
ways influenced by risks, opportunities, re-
sources and practical objectives, there may 
not be a single recommended best practice for 
all polygraph programs or all agencies. Agen-
cies that wish to achieve a high level of deci-
sion accuracy for both deceptive and truthful 
outcomes may wish to consider conducting 
two polygraph examinations on all examinees. 
Two test results can be combined using Bayes-
ian analysis in which the results of the first 
exam are used to determine a prior probability 
when conducting and analyzing the results of 
the second exam. When the two test results 
concur, the effect will be a reduction of both 
FP and FN errors to a low level. Caution must 
be exercised in addressing results that do not 
concur, because this will regress the overall 
error rate to one similar to that for a single 
examination, with a corresponding imbalance 
in FP and FN outcomes. If the test results are 
going to be used as a basis of information for 
decisions that affect individual rights and lib-
erties then it may be useful to consider retest-
ing as a matter of routine practice. 

Agencies that have the primary ob-
jective of reducing FP outcomes may want to 
consider retesting all positive results. When 
the results of the first and second test concur, 
the effect will be a reduction of FP errors to 
a low level. Again, caution must be exercised 
when addressing results that do not concur as 
this may increase the rate of FN errors beyond 
what is desired. 

Agencies that are interested in con-
straining the FN rate to a low level may want 
to consider retesting negative results before 
making a negative classification. When the re-
sults of the two exams concur the effect will be 
a reduction of the FN error rate. Once again, 
caution must be exercised when the two test 
results do not concur as this may increase the 
rate of FP errors. 
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Agencies with a deep applicant pool of 
highly qualified individuals may find it to be 
an inefficient use of resources to retest exam-
inees as a matter of routine practice. If the re-
duction of FP or FN errors is an important ob-
jective then re-testing may be helpful, though 
FN and FP rates might be more efficiently 
managed through the selection of cutscores 
that reflect the desired level of significance or 
tolerance for error. Agencies with limited ap-
plicant resources may find it useful to further 
investigate important details that may aide in 
risk assessment, risk management and appli-
cant retention. 

Polygraphs conducted on high-value 
or high-interest cases may warrant the need 
for increased test accuracy, and a multiple 
testing strategy may be useful. In the event 
that a program or agency does not routinely 
retest all examinees this may present a poten-
tial problem. If the decision to conduct a sec-
ond examination is contingent on the results 
of the first examination then the increase in 
test accuracy is one-sided (i.e., reduction of 
either FP or FN results with a corresponding 
increase in the opposite form of error). If the 
goal of retesting the high-interest examinee 
is to achieve high accuracy regardless of the 
test result, then it will be important that the 
decision to conduct a second examination is 
not contingent on the results of the first exam. 
A simple way to accomplish this is to identify 
high-value or high-interest cases in advance 
and make a decision a priori to conduct two 
examinations. In this way, potential increases 
in test accuracy can be enjoyed regardless of 
the initial test result. It may also be possible 
to achieve testing goals with high-interest or 
high-value cases using a single-stage testing 
approach while adjusting decision cut-points 
to correspond with a required tolerance for er-
ror. 

Until such time as the polygraph test 
is less subjective and more fully automated 
in terms of both test administration and test 
data analysis, there will be the potential that 
an examiner may permit the results of the first 
examination to influence the administration or 
analysis of a subsequent test. For this reason, 

program administrators may want to consider 
various policy alternatives re-testing the same 
examinee. The most conservative field practice 
policies would be to require that re-examina-
tions are conducted by a different polygraph 
examiner. 

It will be important for program ad-
ministrators and policy makers to set clear 
agency and testing objectives, and to reconcile 
the benefits and costs associated with various 
field practice policies. An objective that will be 
common to most or all polygraph programs 
will be to make effective use of probabilistic 
polygraph results. Bayesian analysis offers 
the advantages of being both easily interpreta-
ble and amenable to the combination or aggre-
gation of results from repeated tests. Where-
as efforts to teach frequentist inference and 
caution against misinterpretation have been 
described as unsuccessful (Sellke, Bayar-
ri & Berger, 2001), probabilistic results from 
Bayesian analysis, because they are intended 
to describe directly the effect size associated 
with the quantity of interest, may be more 
intuitive for some, and therefore may be less 
susceptible to misunderstanding and misuse 
compared to other probability metrics. 

Conclusion

Bayes’ theorem has become import-
ant in virtually every field of science, testing, 
prediction, and inference including medicine, 
epidemiology, market research, political poll-
ing, forensics, sports, finance, geo-politics 
and psychometrics. Use of the theorem is 
computationally simple, requiring only basic 
algebra. The objective of Bayes’ theorem and 
Bayesian analysis is to update a prior proba-
bility to a posterior probability conditional on 
observed data and evidence that can be rep-
resented mathematically and probabilistically. 
The practical goal of Bayesian analysis is to 
update and improve the accuracy (i.e., reduce 
the error or uncertainty) of a probability esti-
mate associated with a conclusion in the form 
of a prediction or classification. 

Bayesian analysis offers the advantage 
of providing probabilistic results intended to 
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describe real-world observations. This means 
that Bayesian probability statements may 
have more intuitive meaning for some, and 
are less likely to be misunderstood or misin-
terpreted by persons unfamiliar with the more 
complex logic of null-hypothesis significance 
testing. In other words, results from Bayesian 
analysis of polygraph test data can be inter-
preted as a posterior probability of deception 
or truth-telling. 

The posterior probability of decep-
tion or truth-telling is the revised probabili-
ty of a correct classification after taking into 
consideration the new information from the 
polygraph test result. Formally, the a poste-
riori probability is the probability that a case 
is deceptive or truthful after the test has been 
conducted and after the test data have been 
analyzed.  Before the test is conducted, and 
before the test data are analyzed, all avail-
able information is summarized in the a priori 
probability. Bayes’ theorem allows us to cal-
culate an updated or improved statistical clas-
sifier using both our prior existing knowledge 
and the known test accuracy characteristics. 
In the polygraph testing context, a useful ad-
vantage of Bayesian updating is that it can be 
used to combine the results from an earlier 
polygraph exam with those of a subsequent 
polygraph exam to achieve a more precise pos-
terior probability estimate about the level of 
confidence that can be assigned to a deceptive 
or truthful classification. 

Calculation of a statistical classifier 
can provide us with information that is more 
likely to be consistent with observable reality 
in terms of both correct and incorrect test re-
sults, and are more likely to be reproducible, 
compared with merely guessing at the accu-
racy of the test. Calculation of Bayesian es-
timates of polygraph test accuracy can help 
polygraph field professionals, program admin-
istrators, legislators and the community to 
become more thoughtful and realistic about 
the probabilistic nature of all scientific test 
results, and to be more accountable for the 
kinds of decisions that may be informed by 
the test results. 

Reproducible probability estimates 
have the potential to inoculate polygraph pro-
fessionals and others against a naïve and frus-
trating impulse to pretend or expect perfect 
deterministic accuracy that is somehow unaf-
fected by both random variability and human 
behavior. Familiarity with probability theory 
and Bayesian analysis may insulate against 
subsequent accusations of charlatanry when 
it is inevitably discovered that testing errors 
can and do occur, simply because infallible 
tests of any kind do not exist. Probabilistic test 
results remind us that scientific tests are not 
expected to be perfect: they are expected to 
quantify the margin of uncertainty surround-
ing a conclusion. 

Finally, it is important to remember 
that the polygraph test is not intended to mea-
sure or detect deception or truth-telling per 
se. The polygraph test is merely a tool for the 
discrimination of deception and truth-telling. 
Neither the polygraph test, nor any scientif-
ic test expected to be infallible. All tests are 
probabilistic measurements intended to quan-
tify some amorphous phenomena that cannot 
be subject to perfect deterministic observation 
or direct physical measurement. All test re-
sults are inherently probabilistic and tests are 
expected only to quantify the margin of un-
certainty surrounding a test result or conclu-
sion. Bayesian inference can be useful in the 
polygraph context because Bayesian posterior 
probabilities are reproducible evidence-based 
statements that can be easily interpreted as 
to the degree of confidence or probability that 
can be assigned to conclusions that an exam-
inee has been deceptive or truthful. 
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Appendix A.

R Function to Compute a Bayesian Posterior Probability.

BayesPost <- function(sens,spec,fp,fn,prior=.5,inv=FALSE,post=”Positive”) {

  # function to compute the Bayesian posterior probability

  # raymond.nelson@gmail.com (12/19/2015)

  # Bayes’ theorem

  # P(A|B) = ( P(A)*P(B|A) ) / P(B)

  # Bayes’ theorem written as a hypothesis

  # P(H|D) = ( P(H)*P(D|H) ) / P(D)

  # input sens  is the test sensitivity rate

  # input spec is the test specificity rate

  # input fp is the false positive error rate

  # input fn is the false negative error rate

  # input prior is the assumed prior probability

  # inv=FALSE will return the posterior probability of a false positive or false negative

  # inv=TRUE will return the posterior estimate of a true positive or true negative 

  # post=”Positive” will return the posterior probabilities for positive results

  # post=”Negative” will return the posterior probabilities for negative results

  # output is the posterior probability of a true of false positive or negative classification

  ifelse (post==”Negative”,

          post <- ifelse( inv==TRUE,

                          (prior*spec) / ( (prior*spec) + ((1-prior)*fn) ),

                          ( (1-prior)*fn ) / ( ((1-prior)*fn) + (prior*spec) )

          ), 

          post <- ifelse( inv==TRUE,

                          (prior*sens) / ( (prior*sens) + ((1-prior)*fp) ),

                          ( (1-prior)*fp ) / ( ((1-prior)*fp) + (prior*sens) )

          )

  ) 

  return(post)

} 

BayesPost(sens=.95, spec=.95, fp=.05, fn=.05, prior=.05, inv=TRUE, post=”Positive”)



 


